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Hydrodynamic fluctuations and averaging problems in dense 
granular flows 

C. Saluena0'6, S. E. Esipov0 and T. Pöschelc 

aJames Franck Institute and the Department of Physics, 
University of Chicago, 5640 S. Ellis Ave., Chicago, IL   60637   USA 

h Departament de Fisica Fonamental, Universität de Barcelona, 
Diagonal 647, Barcelona   08028   Spain 

0 Institut für Physik, Humboldt-Universität zu Berlin, 
Invalidenstraße 110 Berlin   D-10115,   Germany 

ABSTRACT 

The properties of dense granular systems are analyzed from a hydrodynamical point of view, based on conservation 
laws for the particle number density and linear momentum. We discuss averaging problems associated with the nature 
of such systems and the peculiarities of the sources of noise. We perform a quantitative study by combining analytical 
methods and numerical results obtained by ensemble-averaging of data on creep during compaction and molecular 
dynamics simulations of convective flow. We show that numerical integration of the hydrodynamic equations gives 
the expected evolution for the time-dependent fields. 

Keywords: Granular viscosity, Glasses, Hydrodynamic equations 

1. INTRODUCTION 

The interest in granular materials goes back to the early sixties, when industries needing to process powders required 
more and more control over the quality of their products. One may imagine a variety of shapes for mixers and many 
different ways to drive the grains inside into motion; a down-to-earth approach would consist of an answer for the 
question: in which of these mixers should I spend money? This can be done if one can compare their performances 
by means of realistic models that reproduce true flow patterns. 

In order to answer aspects of this problem, and based on the gas-like appearance of the compounding particles, 
attempts were made to apply a hydrodynamical description to granular systems. It has been more than a decade 
since the pioneering contributions to the understanding of granular materials from a hydrodynamical point of view.1,2 

This understanding, however, is still far from being complete. We will address here several questions of theoretical 
and practical interest, namely fluctuations and averaging problems intrinsic to granular nature, modelling of dense 
granular flows by means of hydrodynamic equations and boundary conditions, comparisons with experimental data 
and results from molecular dynamics simulations, and fluctuations and mixing problems. 

2. THE SOURCES OF FLUCTUATIONS 

The behavior of a granular mass is fundamentally different from that of typical fluids. For instance, consider ordinary 
hydrodynamic fluctuations: the lack of an intermediate length scale -much larger than the typical diameter of the 
grains but much smaller than the size of the system, makes the thermodynamic limit unnatainable and therefore 
hydrodynamic fluctuations may subsist in the continuum limit. In addition, the fact that solid grains in a dense 
arrangement can't be regarded as points in any length scale leads to a second source of fluctuations; it operates 
at distances much larger than the typical diameter of the particles and is related to the appearance of extensive 
arrangements inside the system. Given a mean density not far away from the close-packing limit, there is a fraction 

Further author information: 
C.S    (correspondence):     Email:      clara@hermes.ffn.ub.es;    Telephone:      34-3-4021150;    Fax:      34-3-4021149;    S.E.E:   Email: 
ipov@franck.uchicago.edu; T.P: Email:thorsten@spl0.physik.hu-berlin.de; Telephone:49-(0)30-2093-7896; Fax: 49-(0)30-2093-7638. 
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of the free volume which is still available and can be distributed in many ways. Some of these configurations will flow, 
some will not allow net motion, so different actual realizations in the configuration space of the particles may lead to 
departing dynamic properties and, ultimately, in generating completely different time-sequences. This contribution 
is what we call non-local noise. Both, local and non-local noise, are always present but their relative importance 
strongly depends on the forcing applied to the system, measured by the parameter Tg = f/pg, f being the volume 
density of the forcing and g the acceleration of gravity. 

Therefore, one can distinguish two sources of fluctuations and two types of averaging, one over local noise and 
the other over different configurations or realizations. 

We propose the existence of two regimes; in the weak-forcing limit, Tg ~ 1, the non-local component of the 
noise dominates, and consequently one expects very long relaxation rates and non-self-averaging quantities. In this 
limit, only ensemble averaging is meaningful, as in every possible realization the system explores a small region of 
the configurational space. The glass-like behavior is most apparent. In the opposite limit, Tg >■ 1, the system is 
not easily trapped in an immobile arrangement, and one can safely assume that in a sufficiently long time it explores 
the representative part of the configuration space. Time averaging can substitute ensemble averaging only in this 
limit. Consistently with this picture, the critical density, pc, is not unique in general, but is a distributed quantity 
depending on the configurational state, F. Actually, we shall see that experimental data on compaction at weak 
forcing display quenched behavior, and the final density may vary over more than 10%. Instead, our numerical study 
of granular convection under strong forcing indicates a much narrower histogram of maximal achieved densities, pc, 
despite the fact that the number of particles and the used number of samples for averaging were much smaller. 
Consider that for high forcing, the mean density evolves within a comparatively wide margin and the system very 
rarely, if ever, visits any of the corresponding trapping configurations. In the mean-field limit, one can consider pc 

as an unique constant, which would correspond to the strict close-packing limit. 

In spite of the complexity of this picture, we show that it is possible to understand both weak and strong forcing 
limits within the frame of hydrodynamic equations, which are in general stochastic equations including both local 
and non-local noise. It is beyond of the scope of this paper a detailed analysis of the properties of such equations, 
which is extensively done elsewhere. Our aim is to present some results of our study of the evolution of the mean 
hydrodynamic fields, comparing them with their observed behavior in a sample of cases. 

3. HYDRODYNAMIC EQUATIONS 

By hydrodynamic equations we mean balance equations for mean mesoscopic hydrodynamic fields. We will focus on 
the equations for the conservation of mass and linear momentum, leaving the energy balance for a later discussion. 
As said in the previous section, the lack of an intermediate length scale -contrary to what happens in simple fluids 
for instance, containing a sufficiently large number of particles such that local fluctuations fade away, adds on the 
above exposed problem of non-local fluctuations due to the intrinsic granular nature of the system, operating at 
length scales where hydrodynamic fields can already be defined. The former can be modelled as the usual additive 
stochastic contribution to the dissipative flows and comes related to the existence of some kind of "temperature", 
the latter enters via distributed kinetic coefficients (depending on the configurational state T). In the continuum 
approach, conservation of mass and linear momentum read, in the Stokes approximation, 

hp + V-pv    =    0, (1) 

pdm    =    fgiL + fi, (2) 

where ft are the components of the volume density of forcing. Note that these equations express very basic laws. 
However, they are valid in the usual form when the averages decouple, that is, when the average of the "microscopic" 
linear momentum equals the product of the averages of p and v. However, due to the mesoscopic nature of the 
averaging procedure, this is not guaranteed. It will work if the local fluctuations are small enough. We shall discuss 
the fact that local fluctuations of the velocity field are very small in dense granular flows, except the very few moments 
when the granular mass undergoes dramatic changes, and close to the boundaries of the system. 

As for the terms constituting the stress tensor cry a few comments are in order. Provided that the granular 
particles may be modelled as sufficiently hard spheres, we neglect any elastic contribution other than that introduced 



by pressure effects, and assume that the non-equilibrium part of c^- is a local functional of the derivatives of the 
local velocity, 

an = -pSij + V(P,r) (£- + ^ - f*ü V • v) + C(P, r)*y V • v + &. (3) 

where p is the pressure and TJ and £ the shear and volume viscosities, respectively. 

3.1. The role of temperature and the pressure term 

Our molecular dynamic simulations indicate that the evolution of the velocity field in dense granular flow is nearly 
independent from the granular temperature, defined as the mean fluctuational part of the velocity. Effectively, well 
inside the bulk, the quantity Sv/v, measuring such fluctuational deviations from the mean velocity v, is typically 
about six orders of magnitude smaller than close to the boundary. This and other evidences allow us to suppose that 
granular flows in dense systems can't be sustained by a temperature-based mechanism alone -unlike Rayleigh-Benard 
convection in simple fluids, for instance. Note that the equation for the energy balance has been omitted; consistently 
with the observation that the granular temperature plays no significant role, its evolution appears decoupled from 
the previous system of equations*. Similarly, one cannot account for elastic contributions in the high density limit 
only by using a thermal pressure. Therefore, one has to model such terms by means of an artificial equation of state 
which must help to resolve the delicate limit p -* pc. We assumed the most simple dependence, p = po/(l - p/pc), 
where p0 represents a certain constant, in our numerical integration of the hydrodynamic equations in the strong 
forcing regime. 

3.2. The viscosity 

Accordingly, the model that we adopt for the viscosity is not thermal, but glass-like. In dense clusters, in order 
to move, a complex rearrangement of particles has to occur making use of voids. Similar properties are exhibited by 
glasses. Available experimental data and our numerical results indicate the presence of a factor exp[c/(l - p/pc))] 
in the mean flow rates, where c is a dimensionless number. This formula is related to the Vogel-Fultcher law for 
glasses3; it measures the number of attempts needed for one step in the direction of average flow in a dense granular 
system. Sufficiently close to pc, we then expect a shear viscosity of the form 

^,r) = ,0(p,r)exp(T-7^Fy). (4) 

and a similar dependence for the bulk viscosity, £(/?, T). 

4. TEST OF THE HYDRODYNAMIC EQUATIONS 

We discuss some representative examples of each regime. For the weak forcing limit, available experimental data 
on compaction of sand during tapping experiments4 provide the necessary reference. For the strong forcing limit 
we perform extensive ensemble averaging of samples generated by molecular dynamic (MD) simulations of vertical 
and horizontal shaking, comparing the resulting hydrodynamic fields with those generated integrating numerically 
the hydrodynamic equations. We shall also show analytical results on the cycle-averaged velocity profiles in vertical 
shaking that fit experimental profiles.5 

'Actually, we observed that the rate of energy release, coming from inellastic collisions, was clearly correlated with the viscous heating 
(see next subsection for the model for the viscosity). These terms are therefore responsible for the evolution of the temperature field, 
since the energy loss is proportional to some power of the granular temperature, T. We checked the functional dependency, resulting in 
the expected T3/2. 



4.1. Weak forcing limit. Application to compaction experiments. 

These results provide additional support for the existence of non-local noise, and evidence that the mean flows are of 
hydrodynamic nature even in very dense limits. Beginning with a loosely packed sand at volume fraction p0 

the authors report a logarithmic density growth, 

Pc ~ p{t) 
A 

l + 51n(l-M/r) 

0.57 

(5) 

where A, B, r, pc are four fitting parameters. It can be shown that it is possible to retrieve such a dependence by 
integration of hydrodynamic equations. Omitting further details about calculations and average over non-local noise, 
one finds after integration of the 1-dimensional version of (1,2) at late times 

■Pit) 
M(f*dtF)/cfj0}' 

(6) 

pc and c, already averaged over non-local noise, are constants which depend on, say, the amplitude of forcing, but 
do not change over time. The quantity F is related to the integral of the density of forcing and is left unspecified. 
Equation (6) can be compared with experimental fit, (see Fig. la) assuming f* dtF = t(F), where the average is taken 
over a period of repeated tapping. We find A/B = C,T = cfj0/{F). This is a three parameter fit. It demonstrates that 
hydrodynamics may be used for analyzing experimental data. Different fitting values of pc, c support the assumption 
that granular configurations with different pc, c (different states T) do not communicate at weak forcing. Now we 
can be more specific in what we mean by "weak" forcing. Note that the fit is satisfactory at late times. At early 
times that situation is different: the higher is the value of Tg the longer it takes before the fit is any good. If we plot 
the density when the deviation from the fit is a few percent versus the forcing parameter we get Fig. lb. It suggests 
that the fits are good when the assumption of quenched values of pc and c is fulfilled. Therefore, one may expect 
that the non-local noise is quenched above a certain line in the (p, Tg) plane. 

0.590 

100 
Number of taps 

Figure 1. a) Fits of the experimental curves of the density dependence on the number of taps, from Ref. 4. 
Tg = 1.4,1.8,2.3,2.7 from the bottom to top. The following parameter values were used to fit the curves in the same 
order: (F}/r]0 = (6.9 • HT8,4.1 • 102,3.1 • 10\ 1.1 • KT2), c = (0.92,0.029,0.18,1.35), pc = (0.5985,0.599,0.62,0.67). 
b) Region of quenched non-local noise as a function of the density and the forcing parameter Fg. 

4.2. Strong forcing limit. Results from MD simulations. 

This case is object of a more complete study. Consider for example periodic vertical shaking of sand under gravity. It 
is well known that sand in such conditions develops typical convective rolls, with particles going upwards inside, and 
downwards along the vertical walls. The motion is evidenced, for example, by the bulging colored stripes resulting 



from Magnetic Resonance Imaging experiments,5 which represent cycle-averaged displacements. Again, it is possible 
to show that the system of equations (1,2) can be integrated to give a good fit of the experimental data. We will 
omit here the detailed derivation, which can be found in Ref. 6. Imposing the geometry of a tall container of width 
L in which the density slightly decreases with height, assuming Eq. (4) for the viscosity and the in compressibility 
condition (see step 4, below, for the reasons of such approximation), one finds 

vz(x,z) = v0e k*zl. 1 _ kL™sHkx) 
ih(*Z) (7) 

which is solution of Eq. (2) for the cycle-averaged vertical velocity, in a two dimensional geometry. Here lz represents 
the scale of variation of the viscosity in the linear approximation, k an arbitrary inverse length scale and VQ a 
characteristic amplitude of the velocity, unspecified. See Ref. 5 for experimental evidence of Eq. (7). 

A major understanding of the motion requires, however, a time-resolved analysis, and we show how this can be 
done via molecular dynamics simulations. We will not discuss details about the simulations here, it suffices to say 
that we used a polydisperse sample of 2000 soft spheres in a rectangular container, and the chosen values for the 
friction parameters reproduce correctly the experimental MRI images mentioned above. Tg was about 2 in the study 
of vertical shaking, and 9 in the case of horizontal shaking. We choose the first for presentation, although the results 
can be extended to the horizontal shaking, leaving aside some peculiarities which are not worth to comment here. 
The following steps summarize the procedure we used, which is schematized in the chart of Fig. 2: 

Numerical fit of velocity profiles 
Determination of pc, c 

MD simulations 
microscopic quantities 

Time discretization 

Recording of positions 
every 1/100 cycle 

Ensemble averaging 

Generation of hydrodynamic 
fields: density, velocity, 
granular temperature 

Test of hydrodynamic equations 

Numerical integration 

Study of boundary conditions 

Determination of the constant 7jo 

Figure 2. Scheme of the procedure followed for the test of the hydrodynamic equations. 

1. Time discretization. Each period of shaking was divided in an equal number of frames, where positions of 
particles were recorded. 

2. Spatial discretization and averaging. Using a high resolution grid, the container was divided in cells of the size 
of the order of one particle. Time averaging -which can replace ensemble averaging in this case, was performed 
with data of the corresponding frames of more of 100 periods of shaking. 

3. Mean density, velocity and temperature (mean fluctuational velocity) were obtained and displayed. Visu- 
alization was done by means of IDL movies, showing smooth, well behaved fields. The sequences revealed 
unsuspected details about the motion that the granular mass experiences during a cycle, totally hidden when 
a cycle-average is performed (which leads to the typical convective rolls and has confused the sand community 
for long time). As an example, we reproduce in Fig. 3a the horizontal component of the velocity, vx. Observe 



that the motion is complex and unexpected, in the sense that one cannot infer from the sequence of pictures of 
vx (neither from vy, not shown) the direction of the global motion. The evolution of the granular temperature 
is shown in Fig. 4. Since the darkest regions represent the lowest values, it is obvious that its importance is 
restricted to the region close to the free surface, and in the bulk, to a limited number of frames. 

4. Test of the hydrodynamic equations. By using the mean hydrodynamic fields obtained in 3., the system of 
equations (1,2) was checked. Selected frames provided fitting values for c and pc (see Fig. 5a). TJQ was found to 
be about 300 cpoise by comparing histograms of the tangential force and the velocity gradient close to the walls 
(Fig. 5b), whereas the observation that the flow was mostly divergence-free allowed us to neglect the effects of 
c 

5. Study of boundary conditions. We obtained effective boundary conditions for the flow that reproduce to some 
extent the assumptions of microscopic friction during collisions, but we also found that the motion of sand 
along the vertical walls comes accompanied by dramatic periodic changes in the density and the stress (Fig. 6). 

6. The previous results were used to integrate numerically the system of hydrodynamic equations. In Fig. 3b we 
show comparatively the sequence obtained for vx. Observe that, apart from a qualitative agreement (including 
the order of magnitude of the velocity fields) there is room for improvement. 
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Figure 3. a) (left) Ensemble-averaged horizontal velocity, vx of granular material in the course of vertical shaking. 
10 x 10 frames taken during one cycle of oscillation are positioned from left to right and from top to the bottom. 
The frames of highest contrast indicate the collision of the granular system with the bottom wall, with compression 
of the material propagating upwards, b) (right) Evolution obtained by numerical integration of the mean-field 
hydrodynamical equations (1,2) with the boundary conditions obtained in step 5. In both pictures dark areas 
represent negative values and white ones positive values of the velocity. 
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Figure 4. 10 x 10 sequence for the granular temperature (ensemble-averaged fluctuational velocity) in one cycle 
of horizontal shaking. The positioning of frames is the same as in Fig. 3. White areas indicate high temperature 
regions. By comparing with Fig. 3, observe that the granular mass moves in the opposite direction of the temperature 
gradient. 

5. FLUCTUATIONS AND MIXING 

Consider the motion of a test granular particle in any averaged velocity field generated by the procedure exposed 
above (different container shapes, various types of shaking). This is of practical interest in order to determine, for 
example, the effectiveness of a mixing device. In the absence of granular temperature, the motion of the test particle 
would follow the flux lines. Starting from a given position, xn, after one period a new location xn+1 will be reached, 
which is the result of the integration of elementary displacements (here equating the number of frames per cycle). 
Fig. 7 shows the results for vertical and horizontal shaking in the same way as the Magnetic Resonance Imaging.5 

In this case computer imaging simulates the horizontal and vertical motion of colored bands initially parallel, which 
become distorted in the course of one period. The cycle-averaged motion is then reducible to iterative maps, leading 
to mixing. Such mixing is incomplete since there may exist regions undergoing periodic motion, which are not mixed 
at all. It happens, for example, in the center of convection rolls accompanying horizontal shaking, potentially making 
the horizontal shaking of thick layers ineffective for mixing particles. 

The second origin of mixing is due to noise, leading to diffussion which superimposes to the iterative map discussed 
above. The distance to diffuse in order to achieve complete mixing is determined by the largest region containing 
limiting cycles and/or fixed points. Non-local noise at a length scale ln and time scale t„ leads to nested displacements 
correlated in space and time and helps to mix particles at distances exceeding /„ and times exceeding tn. This subject 
has to be postponed until the properties of non-local noise are specified. 
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Figure 5. a) (left) Fit of the ensemble-averaged profiles of vertical velocity, vy(x), in frames 55-70 (numbered in 
the same way as in Fig. 3). In the fitting procedure the values for the constants c=0.15 and pc— 1.01 max(p) were 
found. Dramatic changes at the boundaries are due to density discontinuities accompanying downward sliding of 
sand along the side walls, b) (right) Comparative histograms of the distribution of tangential force density acting at 
a wall (solid line) and the non-diagonal component of the hydrodynamic stress tensor, crTn — r](p)(dvT/dn), where n 
and r stand for normal and tangential directions, respectively. 

6. CONCLUSIONS 

1. Hydrodynamic equations provide an adequate theoretical frame for the study of dense granular systems. 

2. Non-local or configurational noise adds on the ordinary hydrodynamic noise, leading to non-selfaveraging 
properties in the limit of dense flows. 

3. Temperature-based mechanisms can be practically dismissed in the description of dense granular flows. 

4. Averaging of data from molecular dynamic simulations is an useful tool to reveal the details of the evolution 
of hydrodynamic fields. 

5. Results of numerical integration of the system of hydrodynamic equations show a qualitative agreement with 
the evolution of hydrodynamic fields. 

6. Study of fluctuations and cycle-averaged motion concern practical applications such as mixing. 
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Figure 6. a) (above) Averaged dependence of granular density close to the vertical walls during one period of 
vertical shaking. The decrease in boundary density starts with the take-off of the granular material from the bottom 
of the container and reaches its maximum just before its landing (maximum acceleration downwards). Different 
symbols indicate the value of the off-diagonal component of the stress tensor, aTn. There are seven symbols used 
in linear proportion to the increasing value of aTn: (+, *, -, O, A, □, x). b) (below) The same data plotted in a 
different representation (dvT/dn vs vT). Plotting symbols now account for the value of granular density, in the same 
ascending order in the density range 0.55 < p < 0.9. 
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Figure 7. (above) Computer images simulating the motion of vertical (left) and horizontal (right) layers of granular 
material in the course of vertical shaking; (below) the same for horizontal shaking. 
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ABSTRACT 

Spacecraft designs are driven by the necessity of the spacecraft to survive being launched into orbit. This launch 
environment consists of structure-borne vibrations transmitted to the payload through the payload attach fitting (PAF) and 
acoustic excitation. Here we present a discussion on the need for and benefit of isolating the structure-bome vibrations. If 
the PAF were replaced with an isolator with the correct characteristics the potential benefits would be significant. These 
benefits include reduced spacecraft structural weight and cost, as well as increased life and reliability. This paper will present 
an overview of the problem of vibration on a launch vehicle payload and the benefits that an isolating PAF would provide. 
The structure-borne vibrations experienced by a spacecraft during launch are made up of transient, shock, and periodic 
oscillations originating in the engines, pyrotechnic separation systems, and from aerodynamic loading. Any isolation system 
used by the launch vehicle must satisfy critical launch vehicle constraints on weight, cost, and rattle space. A discussion of 
these points is presented from the perspective of both a launch vehicle manufacturer and a spacecraft manufacturer/user. 

Keywords: isolation, launch vehicle, spacecraft, vibration, attenuation, damping, active control 

1. INTRODUCTION 

Current spacecraft designs are driven in part by the necessity of the spacecraft to survive the launch environment. This 
environment consists of structure-borne vibrations transmitted to the payload through the payload attach fitting (PAF) and 
acoustic excitation. Here we concentrate on isolating the structure-borne vibrations through the PAF. If the PAF were 
replaced with an isolator the potential benefits would be significant. These include reduced spacecraft weight and cost, as 
well as increased life and reliability. The structure-borne vibrations experienced by a spacecraft during launch are made up 
of transient, shock, and periodic oscillations originating in the engines and pyrotechnic separation systems and also due to 
aerodynamic loading. While these vibrations are broadband, the need is to provide isolation above 10kHz for shock loading 
and below 1000 Hz and usually most critical below 100 Hz for the other loading conditions. Any isolation system used by 
the launch vehicle must satisfy critical launch vehicle constraints on weight, cost, and payload rattle space. The cost benefits 
of an isolation system are due to the reduced environments requiring less qualification testing and at lower levels, as well as 
fewer analysis cycles being required. The weight benefits include reduced structural mass of secondary (and to a lesser 
extent primary) structures. Even though this may be a relatively small percentage of total spacecraft mass, even a few pounds 
of mass savings can be turned into increased attitude control fuel, which is usually the item that sets the life of a large number 
of communication satellites. The benefits of reduced vibration loads will also increase the reliability of spacecraft 
components and/or allow more use of commercial off-the-shelf (COTS) components, which are significantly less expensive. 

The following discussion does not focus on any one launch vehicle but on launch vehicles in general, with loading 
environments usually given as a range that envelopes the typical launch vehicles used today. The spacecraft flown on these 
launch vehicles have several different mission classes. These include scientific missions where only one or a small number 
of spacecraft are built, geosynchronous communications missions where a standard, relatively large, spacecraft is used, and 
low-earth-orbit (LEO) and medium-earth-orbit (MEO) communication constellations that can encompass ten to hundreds of 
relatively small spacecraft launched either singlely or several grouped together for launch. The benefits of isolation will 
depend in part on the spacecraft mission and this will be addressed. 

We will first discuss the problems that the launch environment creates for a spacecraft and where the needs for reduced 
vibration exist. This will be followed by some examples of currently used solutions for overcoming these problems. Finally, 
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we will discuss what the potential benefits of whole-spacecraft vibration isolation are for the different categories of spacecraft 
flown today or planned to fly in the near future. 

2. PROBLEM and NEED 

The launch environment, which typically only lasts a few minutes, is the most severe dynamic environment the spacecraft 
will experience during its normal mission life. This environment is composed of acoustic excitation due to very high sound 
pressure levels coming through the launch vehicle payload shroud and structural excitation due to vibrations and shock 
transmitted through the payload attach fitting (Figure 1). It has been shown1'2 that nearly half of the spacecraft failures that 
occur soon after launch are attributable to vibration and acoustic loading during launch. 

Second Stage 

Interstage Fairing 

First Stage 

Figure 1. Typical launch vehicle and satellite with payload attach fitting (PAF). 

These loadings drive the design of the spacecraft. The loading on the spacecraft during launch is due to various combinations 
of the following dynamic load cases: acoustics and random vibrations, sinusoidal vibrations from motor oscillations, shock 
from separation systems, liftoff loads, buffet and gust loads during transonic and maximum dynamic pressure regimes, and 
pre-engine-shutdown and engine-shutdown loads. A typical launch vehicle acceleration time history is shown in Figure 2. 
As can be inferred by this figure, there are relatively high dynamic loads right at lift-off and during transonic flight, also high 
shock loads occur at solid rocket motor and payload fairing separation. Other large transient loads are induced during stage 
engine shutdowns. 
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Figure 2. Typical launch vehicle axial acceleration flight profile. 

The spacecraft primary structure is designed to meet the minimum frequency requirements imposed by the launch vehicle 
dynamics. These frequency requirements are specific to the launch vehicle and for typical ELVs these are 10 to 15 Hz in the 
lateral direction and 25 to 35 Hz in the axial direction. These requirements translate into structural stiffness requirements for 
the spacecraft, which tends to make the spacecraft primary structure, depending on the mission, be about 20% of the total 
spacecraft mass. This is significant for structural mass, which, to a great extent, once the spacecraft is in orbit is no longer 
really useful. The cost of putting each pound into orbit is about $10,000, therefore, each unnecessary pound put into orbit 
uses resources better spent elsewhere. 

The spacecraft secondary structure is designed to meet a higher minimum frequency requirement of approximately 50 Hz or 
higher. However, once built some secondary structural elements have frequencies well below this design value. This is 
sometimes as low as the 30 Hz to 40 Hz range. These elements can then be excited by the launch vehicle loads in that 
frequency range to acceleration levels exceeding that to which they were designed for. This then usually requires some effort 
to mitigate this condition, which adds additional cost and weight to the spacecraft, and may even cause schedule slips 
depending on how far along the program is when the problem is discovered. 

In these times of reduced spacecraft budgets, existing components and instruments, such as from previous spacecraft in the 
form of "flight spares," and other "off-the-shelf elements, are being used to meet limited mission budgets. However, if the 
components have been qualified to fly on a mission using a launch vehicle that is different from that of the new mission then 
an expensive and time consuming process to determine if the old component must be requalified and if so, how and to what 
levels. Also, in applying the "faster, better, cheaper" paradigm, some testing and analysis that in the past had been done 
before the launch of a spacecraft is now not done. This allows, in theory, a faster and thus cheaper program. This gives some 
spacecraft designers and manufacturers concerns usually resulting in a more conservative design, i.e., higher margins being 
designed into the spacecraft, which can translate into more weight and potentially more cost. These higher design margins 
can also use up the traditional weight reserve used by the program manager to accommodate weight growth as the design 
matures and hardware is built. If significant weight growth occurs such that a larger launch vehicle may be required (a very 
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expensive proposition) then the mission can be jeopardized by this or by having to reduce total weight by removing important 
instruments or components. 

Program delays and overruns can result from components failing during qualification testing and having to be redesigned, 
rebuilt, and retested. One of the reasons that this happens is that to qualify components to survive the launch environment, 
the components are tested to even more severe levels than expected in flight. This conservative approach to ensuring 
component reliability, while very successful in the past, may become an expensive luxury for some future missions. 

3. SOLUTIONS IN CURRENT PRACTICE 

On existing launch vehicles there is currently no general provision made for isolating vibration from the launch vehicle 
coming through the PAF to the spacecraft. Because the spacecraft is designed to survive the launch environment with plenty 
of margin there is usually no need for isolation. This is the primary solution for overcoming most vibration problems. 
However, if during preflight coupled loads analysis (CLA) a dynamic excursion is encountered a refinement of the CLA is 
usually done to make sure the potential problem is real. If this confirms the earlier concern, then some mitigating measures 
are developed. Usually in the early part of the program a design fix is possible but this becomes more expensive and less 
likely as the program moves into the hardware phase. It will also add cost and usually more weight to the spacecraft design. 
If a problem is discovered during hardware testing then there are fewer options available. Usually, it is a component of the 
spacecraft, such as an instrument or appendage (solar array or antenna) that is discovered to be experiencing loads above 
those that it was designed for. A stiffening of the structure that supports the component or isolation of the component is 
considered. In some cases when it will be too difficult to do this or too expensive there is an option to use whole-spacecraft 
isolation. This is usually done when it is determined that it is more expensive to modify and requalify the spacecraft than to 
modify and requalify the PAF. In the past, whole-spacecraft isolation has been done by modifying the PAF to provide the 
required destiffening and/or damping and each design is tailored to the specific spacecraft/launch vehicle configuration. For 
example, this has been done in the past for a solid rocket motor burn resonance that was adversely exciting some spacecraft 
components. In this case all that was required was a destiffening of the PAF to provide the proper isolation. However, there 
is currently no standard isolating PAF for providing whole-spacecraft isolation. 

4. POTENTIAL BENEFITS OF A WHOLE-SPACECRAFT ISOLATOR SOLUTION 

Whole-spacecraft isolation has many benefits depending on how it is implemented. For the purposes of this discussion, we 
consider an isolation system that will replace the relatively "rigid" PAF that attaches the spacecraft to the launch vehicle. An 
isolation system can be either passive or active or a combination of both. It can isolate in either the lateral or axial directions, 
or both. Its break frequencies can occur below the structural system's modes or within them. Depending on this is the degree 
and sort of complexity of the system. If the break frequency is below the structural modes will be a very soft system with 
large strokes required. This then results in potential violation of rattle space constraints and a possible interaction with the 
launch vehicle controller.   If, on the other hand, the break frequency occurs among the structural modes then keeping modal 
interaction to a minimum is required. This may require the addition of more damping and/or adjustability or tuning of the 
isolator characteristics. Each case has its associated technical challenges. These are covered in other papers3'4. The focus 
here is, assuming these technical issues can be successfully overcome, what are the benefits that can address the needs 
discussed above. In this section, we discuss the benefits from several, increasingly more capable, isolation systems. We will 
consider passive lateral isolation, passive lateral and axial isolation, and passive/active lateral/axial isolation. The first two 
systems are passive and as such are best suited for systems that have break frequencies above 10 Hz to 15 Hz. This keeps 
strokes and rattle space requirements at reasonable levels (on the order of an inch or less for both) and makes for a relatively 
simple and low-cost system3. The third system, being active and passive, can have lower break frequencies (below 10 Hz) 
and still maintain reasonable levels of stroke and rattle space, but is more complex4. The following discusses some of the 
potential benefits for each case by giving examples based on past history. 

Passive lateral isolation. In some spacecraft the most severe environment occurs from the dynamics during launch that is 
due to lateral loads in the 25 Hz to 40 Hz range. The components of the spacecraft and its secondary structures are the items 
most affected in this frequency range. Passive isolation in the lateral direction can provide significant relief for these 
elements. These components can be subsystem electronics boxes (though usually these are more susceptible to higher 
frequency acoustic loads) and sensitive instruments such as cameras and telescopes. Secondary structures include solar array 
panels and supports, antennae and their supports, and other similar structures that do not make up the primary bus structure. 
Primary structure can also have some benefit from the reduced loads. 
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Reductions on the order of 25% to 50% in dynamic loading to these types of spacecraft elements resulting from lower loads 
imparted by the launch vehicle would provide the following benefits. 

• Reduced cost in use of "flight spares." Spacecraft designed to use instruments that are "flight spares" 
from other spacecraft, which may have been qualified for launch on another launch vehicle and may 
have had a softer ride, can be used without an extensive and expensive re-evaluation and possible 
requalification. The process to evaluate if a "flight spare" should be requalified and how can take from 
one to three man-months of effort per instrument. For five to 10 instruments this is on the order of one 
man-year of effort that could be saved if an isolator was used to reduce the loads. Spacecraft that 
would benefit from this are typically scientific spacecraft that will only have one or two units built. 

• Piece part reduction and quality control cost reduction. Designing spacecraft to higher loads results 
in secondary structures, such as supports and brackets, being more complicated, with more pieces and 
more weight than would be required for lower loads. It has been estimated that the number of parts 
could be reduced by 25% if the loads could be reduced by using whole-spacecraft isolation. This 25% 
reduction in the number of parts would lead to a concomitant reduction in costs associated with 
designing, tracking, and assuring part quality for each simplified structure. 

• Increased margins and reliability. Spacecraft that have already been designed and built can still 
benefit. Even if no changes in the spacecraft occurs because an isolator is used, the benefit from the 
reduced loads is realized through an effective increase in design margins and reliability. The reason 
for this is that a spacecraft is designed and built with certain margins based on the anticipated loads 
that it will experience during its lifetime. If after it is built the loads are reduced, the spacecraft now 
has effectively more design margin. The reliability of components is based, in part, on the vibration 
environment experienced. Again, if this vibration is reduced, the reliability and lifetime of the 
components can be increased. This effectively increases the life of a spacecraft, which for a large 
number of missions then decreases overall mission costs because the fixed mission costs are spread out 
over a longer operational lifetime. 

• Primary structure weight reduction. Even primary structure can benefit. Because some spacecraft 
bus structures are of a standard design (usually used for communication satellites), they must be built 
to survive all launch vehicles that could launch a spacecraft based on that bus. This causes the design 
loads to be an envelope of worst cases for all launch vehicles. There have been cases where a 
spacecraft bus structure was designed for only one launch vehicle instead of the standard design to be 
flown on several launch vehicles. In one case, the primary advantage of this was a reduction in the 
lateral launch load from 2.0g to 1.5g below 50 Hz (a 25% decrease). This resulted in an approximately 
10% mass reduction in the bus primary load path structure. If an isolating PAF were used to give the 
same load reduction of 25% the mass savings would be the same but could now be applied to the 
standard bus as well, giving an overall mass reduction. 

Passive axial/lateral isolation. In addition to lateral loads, there are cases where the axial loading is a problem above 25 Hz 
to 30 Hz. The spacecraft elements affected are the same as for the lateral passive case discussed above but because of their 
composition or orientation on a specific spacecraft they may be more susceptible to axial loading. Passive isolation of these 
can provide significant relief. Overall reductions on the order of 25% to 50% in dynamic loading in all axes gives benefits as 
discussed above but with reductions in all directions, the benefits will be more likely to be realized in individual cases. As an 
example to illustrate this point, a coupled loads analysis on a spacecraft gave a response higher than the design load for an 
antenna support module in the 25 Hz to 30 Hz frequency range. This resulted in a redesign of the antenna support structure 
(a secondary structure) to handle the higher loads. This redesign resulted in approximately a 5% increase in the mass of this 
structure and increased the cost on the order of $100,000. An isolating PAF, providing whole-spacecraft isolation, would 
have eliminated the need for a redesign and the associated cost and weight impact. 

Active/passive isolation. In some spacecraft the low frequency lift-off environment causes problems, typically below 20 Hz. 
This typically is a primary structure design driver. If the loading could be reduced 50% or more then it is possible that the 
primary structure could be reduced by up to 10%. This seems like a small amount but is really quite significant. Consider a 
communication satellite weighing 7000 lbs with primary structure being about 20% of this or 1400 lbs. A 10% reduction 
would save 140 lbs. This type of comsat uses about 70 lbs/yr of attitude control fuel for stationkeeping. It is the amount of 
stationkeeping fuel that determines the satellite's useful life, thus, any increase in the amount of stationkeeping fuel would 
increase the revenue-producing life of the satellite. Therefore, 140 lbs of weight savings can be translated into approximately 



two years of added stationkeeping fuel. When you consider that each comsat can carry between 24 and 48 transponders and 
each transponder generates between $1M and $2M per year in revenue, this means between $48M and S192M in added 
revenue from the two years of additional operation of this satellite. 

This discussion is by no means meant to be all inclusive, but rather to give some insight into the different, yet significant, 
benefits to spacecraft that can result from the use of whole-spacecraft isolation. 

5. CONCLUSION 

It has been shown that, based on past experience, a reduction in launch loads can result in significant cost and weight savings 
for space missions. A way to reduce the loads is to provide an isolation system for the whole spacecraft by inserting the 
appropriate isolation system between the spacecraft and the launch vehicle, i.e., replacing the PAF with an isolator. 
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ABSTRACT 
A spacecraft is subjected to very large dynamic forces from its launch vehicle during its ascent into orbit. These 
large forces place stringent design requirements on the spacecraft and its components to assure that the trip to orbit 
will be survived. The severe launch environment accounts for much of the expense of designing, qualifying, and 
testing satellite components. Reduction of launch loads would allow more sensitive equipment to be included in 
missions, reduce risk of equipment or component failure, and possibly allow the mass of the spacecraft bus to be 
reduced. These benefits apply to military as well as commercial satellites. This paper reports the design and testing 
of a prototype whole-spacecraft isolation system which will replace current payload attach fittings, is passive-only in 
nature, and provides lateral isolation to a spacecraft which is mounted on it. This isolation system is being designed 
for a medium launch vehicle and a 6500 lb spacecraft, but the isolation technology is applicable to practically all 
launch vehicles and spacecraft, small and large. The feasibility of such a system on a small launch vehicle has been 
demonstrated with a system-level analysis which shows great improvements. The isolator significantly reduces the 
launch loads seen by the spacecraft. Follow-on contracts will produce isolating payload attach fittings for commercial 
and government launches. 

Keywords: launch vehicle, vibration, isolation, attenuation, spacecraft, spacecraft isolation, payload isolation, 
launch loads 

1. Introduction 

One of the most severe environments that a spacecraft will be subjected to during its lifetime will occur during 
launch. This paper summarizes the results and status of a research effort in the area of spacecraft isolation from the 
launch vibration environment. The object of this effort was to reduce the launch-induced structure-borne dynamic 
acceleration of the spacecraft by insertion of a vibration isolation device. The term launch loads refers to all loads 
from liftoff through final engine shutdown at orbit insertion. Isolation issues involving the use of passive elements 
and launch vehicle system-level requirements will be discussed. 

Phillips Laboratory (PL) Space Vehicle Technologies Division of the Space Technology Directorate has been 
monitoring the development of whole-spacecraft isolation. The result of this effort has been an isolation design 
methodology developed from a system-level point of view. This methodology, along with models and simulations 
will be used to develop new spacecraft payload attach fitting (PAF) designs which incorporate vibration isolation 
capability. PL is developing the technology for whole-spacecraft isolation in two phases. The first phase, discussed 
in this paper, is the development of passive isolation designs.1,2 The second phase will add active control elements to 
develop a hybrid passive/active vibration isolation system.3 These whole-spacecraft isolation technologies could be 
used to great advantage in many future launches of both government and commercial spacecraft such as the proposed 
constellation of satellites necessary to form global telecommunication networks. 
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Figure 1. Causes of space flight malfunctions 

2. The Need For Isolation 

The deployment of a spacecraft into its final orbit configuration is a highly-complex operation. During the ascent of 
the launch vehicle, the spacecraft is subjected to many different quasi-static and dynamic loads which vary throughout 
the launch. These loads change due to environmental effects such as wind gusts and buffeting, discrete events such 
as motor ignitions and cutoffs, and also due to changing structural dynamics caused by fuel depletion and stage 
jettisons. These transient loads can have a detrimental impact on the launch survival and life cycle performance of 
the spacecraft. Undeniably, the load environment that spacecraft endures during launch far exceeds that encountered 
during on-orbit operations. 

Launch dynamics are a major design driver in the structural design of a spacecraft. The vibrations that occur in 
a spacecraft during launch are both structure-borne and acoustic in nature. It is well established that a significant 
number of spacecraft malfunctions occur during launch, and that they are often due to vibro-acoustic loads. A NASA 
study,4 shown in Figure 1, estimates that 45 percent of all first-day spacecraft failures and malfunctions are known 
to be attributed to damage caused by vibrations. While the study is over twenty years old, the problem has changed 
little. 

Payload attach fittings are used to provide an interface between the launch vehicle (LV) and spacecraft. Typical 
PAFs are designed to be very stiff and subsequently they provide an efficient transmission path for both dynamic and 
quasi-static launch loads. The traditional approach to spacecraft design against launch vibration has been through 
structural stiffening or component isolation. However, this approach is costly, time consuming, adds weight, and can 
lead to other liabilities once the spacecraft is in orbit. Current PAFs do not provide isolation from launch loads except 
on a case-by-case basis. Implementing an isolation system into the PAF is the logical place for a payload isolator. 
However, whole-spacecraft isolation is a substantial change in the dynamic properties of the combined system and is 
bound to have side effects which must be addressed. Critical to the acceptance for flight is that an isolation system 
must not introduce intractable new problems into either the product or process. First flight of any whole-spacecraft 
isolator will occur only when both the LV and spacecraft contractors are satisfied that, at worst, a failure of the 
isolator will impose vibration on the spacecraft no worse than that which would occur with a standard PAF. 

Reduced vibration environments for future spacecraft can have a direct impact on the overall cost of spacecraft 
design, testing, and operation. Several subsystems, such as solar arrays and other flexible structures, can be made 
lighter and use less expensive materials, resulting in both a mass and production cost savings. This also allows a 
larger percentage of the payload weight to be dedicated to scientific equipment. A whole-spacecraft isolation system 
is envisioned to replace the traditional PAFs used to physically attach a spacecraft to a LV as shown in Figure 2. The 
implementation of this technology will directly effect the following: 1) greater survivability at launch; 2) a reduction 
of loads seen by the spacecraft; 3) a minimization of dynamic-related spacecraft failures; 4) a reduction of cost, size, 
and weight of some spacecraft; 5) a lowering of certain test requirements; 6) the allowance for tuning of the isolator 
instead of spacecraft requalification; and 7) a reduction of the number of analysis load cycles. 

In the course of a spacecraft development program, updated coupled-loads analyses often result in increased launch 
loads which necessitate unforeseen spacecraft design changes. Consequently, the spacecraft design organization is 
faced with unplanned hardware redesigns, schedule slips, and cost over-runs. Reduction of dynamic launch loads 
seen by the spacecraft will minimize spacecraft redesign, reduce risk, reduce spacecraft development time, reduce 
costs, eliminate many vibration-related failures, and increase reliability. 
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Figure 2. Medium launch vehicle and payload attach fitting 

3. Isolation Design Methodology 

Vibration isolation is a technique used to reduce vibration of a structure by altering the frequency content of the 
forces that act on that structure. Isolation of a whole spacecraft from a launch vehicle requires a unique design 
methodology. Figure 3 shows two connected structures being acted upon by external forces. Classic isolation design 
assumes that structure 2 is rigid with respect to structure 1 and only the dynamics of structure 1 must be considered 
in the design process. This is not at all true for whole-spacecraft isolation design. The spacecraft (structure 1) 
and the launch vehicle (structure 2) are both considered to be very flexible structures and the dynamics of one has 
significant influence on the other. 

Structure 1 

# - ■■- 

/ 

$TM 
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Figure 3. Two connected structures 

Historically, the connection between the spacecraft and the launch vehicle has been made with a very stiff payload 
attach fitting. This is generally considered to be a "hard mount" and is extremely efficient at transmitting all 
structure-borne forces from the launch vehicle to the spacecraft over a very wide frequency band. A whole-spacecraft 
isolation system replaces this hard mount with a soft mount which filters out a great deal of the frequency spectrum 
of the forces from the LV. 

Most spacecraft are cantilevered to their launch vehicle, being attached only at their base. Whole-spacecraft 
isolation is a challenging problem because spacecraft typically have a very large ratio of center-of-gravity height, 
H, to attachment width, W (Figure 3).   Reduction of the axial attachment stiffness will introduce low-frequency 
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spacecraft rocking (pitch & yaw) modes and large lateral displacements at the upper end of the spacecraft. This is 
generally undesirable because it may cause guidance control system instabilities or the spacecraft may hit the fairing. 
However, these problems may be avoided through innovative isolator hardware design. 

Launch vehicles often have closely-spaced flexible modes with frequencies starting as low as 1 Hz and spacecraft 
may have modes with frequencies starting as low as 6 Hz. Isolation of a 6 Hz spacecraft from a 1 Hz LV necessitates 
a unique design methodology which deviates from classic isolation system design. More than ever, it is necessary to 
have a clear understanding of the isolation objectives and the design constraints present. Whole spacecraft isolation 
systems must be designed from a system-level point of view, accounting for the coupled dynamics of two very flexible 
bodies which will now be connected with a flexible interface as opposed to a hard mount. Indeed, the challenge 
is to determine exactly where to insert the new dynamics introduced by the isolation system within the sea of 
structural dynamics already present. The following sections discuss the methodology which was used to develop a 
whole-spacecraft isolation system for a medium launch vehicle. 

3.1. Isolation objectives 

The specific objectives for the design of this isolation system were the following: 

• 

• 

Isolate the spacecraft, as a whole, from the launch vehicle. Individual components of spacecraft have been 
isolated and flown, but a whole spacecraft has never been isolated. 

Provide lateral isolation only. It was decided to only reduce lateral accelerations in this program. Axial 
isolation, while feasible, was deemed beyond the scope of this program. This objective is tied closely to the 
design constraints, discussed later. 

Provide a 2:1 broadband RMS reduction in accelerations in the 25 Hz to 35 Hz range. Many spacecraft have 
secondary structures such as solar arrays, antennas, etc. with modes in this range; these modes will not be 
excited as much if isolation is designed in this range. 

Reduce accelerations on spacecraft secondary structure. Primary structure of spacecraft is usually designed to 
meet quasi-static loads and does not, in itself, generally require dynamic load reduction. 

3.2. Design constraints 

There are many design constraints which pertain to whole-spacecraft isolation. Some of the typical constraints are 
weight, volume, and strength. However, the two most critical design constraints are: 

1. Must not introduce structural modes below 6 Hz. This constraint is related to the vehicle guidance, navigation, 
and control systems. Structural modes below 6 Hz encroach on the controller bandwidth and may cause flight 
instabilities. 

2. Must not increase the rattle displacement (payload-to-fairing displacement) by more than one inch. Insertion 
of a whole-spacecraft isolator will introduce compliance between the LV and the spacecraft. This compliance 
must not significantly increase the rattle displacements which could cause the spacecraft to hit the fairing 
during launch. 

3.3. System-level analysis 

Realistic and thorough system-level mathematical models are required to properly design and analyze the system- 
level benefits of whole-spacecraft isolation. The correct approach to designing isolation for a launch vehicle and 
spacecraft system is to use finite element models of all parts of the system. This allows accurate simulation of the 
structural dynamics of the non-isolated system and subsequently provides a tool for simulation of various isolation 
hardware designs. 

The launch vehicle changes significantly during its ascent, due to fuel depletion and stage jettisons. Therefore, 
many LV models and associated loads would be required to fully analyze any isolator design. For the purpose 
of designing this isolation system, two flight events were selected: liftoff and pre main-engine cutoff (preMECO). 
Separate finite element models were obtained for a generic medium launch vehicle, representing these two distinct 
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periods of launch. The first is a liftoff model, matching the vehicle as it sits on the launch pad. This model was 
obtained in matrix form only, with 185 physical degrees of freedom (DOF) and 49 modal DOF, for a total of 234 
DOF. The second finite element launch vehicle model represents the preMECO period of flight. It was also obtained 
in matrix form only, with 12 physical DOF and 139 modal DOF, for a total of 151 DOF. 

A realistic model was obtained of a NASA spacecraft which weighs 6500 lb and is 16 feet in height. This model 
originally consisted of a bus structure and 14 substructured equipment items totaling more than 20,000 DOF. This 
was all combined into one modal-reduced spacecraft substructure having 138 physical DOFs and 148 modal DOFs 
for a total of 286 DOF. This model is representative of the complicated high-modal-density dynamics present in a 
typical spacecraft, and was therefore very useful in the isolation design. 

The substructuring facility of UAI/NASTRAN was used to simplify the system-level analyses. The launch 
vehicle models were each stored in the database as separate substructures, as was the spacecraft. The only changing 
component in each analysis was the PAF, which was also substructured. The assembly of a system-level model 
involved combining the spacecraft substructure, the current PAF iteration substructure, and the desired launch 
vehicle substructure into a single system. Then this system was analyzed using either frequency response or transient 
response solutions. This process is illustrated in Figure 4. Direct solutions were quite feasible, as opposed to modal 
solutions, because the substructuring significantly reduced the solution matrix sizes. 

Dynamic 
Loads 

Figure 4. System-level dynamic analysis 

Selection of an isolation system design was an iterative procedure, in which each concept was analyzed in a 
dynamic system model to assess its performance characteristics. Since the main isolation target was the preMECO 
stage of flight, this model and preMECO loads were used for preliminary evaluation of isolation designs. Initially, 
the isolation system was modeled as a set of springs and dampers between the launch vehicle and the spacecraft. 
This allowed rapid trade studies to be performed with several variables such as lateral stiffness, axial stiffness, and 
damping. Full finite element models of the isolating PAF (IPAF) were used once the design progressed. 

The most useful analysis method for the isolation trade studies was frequency response analysis. Using this 
method, transfer functions were generated between main-engine force inputs and spacecraft acceleration outputs. 
Comparison of these transfer functions between non-isolating and isolating PAFs provided considerable insight into 
the isolation performance. Figure 5 shows the isolation performance for the final isolating PAF design in this program. 
This figure shows that the acceleration response will be greatly reduced in the 25 Hz to 35 Hz frequency range. The 
amount of broadband attenuation may be indicated by a single number called the "RMS ratio". This is simply the 
ratio of the RMS of the isolated acceleration PSD to the RMS of the non-isolated acceleration PSD when subjected 
to uniform white noise input. For the final design, the RMS ratio is 0.39 over the 0 Hz to 40 Hz frequency band, and 
it is 0.17 over the 20 Hz to 40 Hz frequency band. This exceeds the program goal of an RMS ratio of 0.50. 

A thorough coupled-loads analysis was done to evaluate the final design for many other load cases. Table 1 shows 
the reductions in accelerations due to the isolator and the RMS ratios. These acceleration values were the peak 
values from all load cases analyzed. The IPAF has reduced the peak lateral accelerations by as much as 46%. The 
system-level analysis shows that the isolating payload attach fitting provides excellent lateral vibration isolation for 
the spacecraft. 
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Figure 5. Transfer function showing lateral isolation 

Location Dir* 
Max Overall! 
Acceleration 

Change 

PreMECO 
Acceleration 

Change 

RMS 
Ratio§ 

Top 
of 

spacecraft 

X -30% -33% 0.39 
Y -31% -33% 0.37 
Z -9% -69% 0.77 

Component 
on top of 
spacecraft 

X -41% -46% 0.37 
Y -29% -30% 0.38 
Z -14% -70% 0.42 

* X and Y are lateral directions; Z is axial 
f "Max Overall" is the max of liftoff, transonic, and max Q 
§"RMS Ratio" is the isolated RMS acceleration divided by the 
non-isolated RMS acceleration (0-40 Hz) 

Table 1. Summary of isolation performance 
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Figure 6. PIP isolating payload attach fitting: solid model and full-scale hardware (69" diameter) 

3.4. Component-level analysis 

The isolation system consists of both stiffness components and damping components. The system-level analysis was 
used to arrive at the optimum values for stiffness and damping of this isolator. Then, using these requirements, 
the isolator stiffness and damping elements were designed. This process consisted of both hardware design and 
component-level analyses, using detailed finite element models, to size and verify the design. 

4. Hardware Design &; Fabrication 

One purpose for building hardware on this program was so that it could be tested and the resulting data be used for 
tuning the mathematical models. High confidence in the isolating PAF mathematical model gives high confidence in 
the full system-level coupled-loads analysis results. 

The final design for the isolating PAF structure and its full-scale hardware implementation are shown in Figure 6. 
This design is intended to be a "slip-in" replacement for the existing hard-mount PAF. Care was taken to match 
the same basic dimensions and bolt patterns. The lower ring bolts to the upper stage of the launch vehicle. The 
spacecraft bolts at four locations to the spacecraft pads. The load path from the spacecraft to the launch vehicle 
goes through the spacecraft pads into a flexure system (not shown), then into the upper end of the struts, then 
down to the lower ring, and finally into the launch vehicle. Space is left between the upper ends of the strut pairs to 
accommodate a pyrotechnic nut at each spacecraft mounting location. 

The original hard-mount PAF, which has flown many times, is fabricated from a monolithic piece of aluminum. 
The resulting structure has no welds and is extremely costly to manufacture. To avoid prohibitive costs in this 
program, the full-scale hardware for the isolating PAF was made from several pieces welded together. Both the lower 
ring and the upper ring were made from eight machined pieces welded together. The struts were bolted to the upper 
and lower rings. This was a perfectly reasonable approach for building a non-flight version of this isolating PAF. A 
flight version of the isolating PAF would not have any welds or bolted strut joints. 
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PIP Final D Strut Damping Transfer Function, Medium Stroke Test 
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Figure 7. Results from medium-stroke test of PIP D-strut 

5. Hardware Tests 

Several tests were performed to measure the stiffness and damping of the hardware for the purpose of test-verifying 
the mathematical models. 

The damping element, which is a version of Honeywell's D-strut, behaves like a viscous dashpot and was tested 
to measure its damping constant. Direct complex stiffness testing resulted in force/velocity transfer functions such 
as that shown in Figure 7. This shows the magnitude of the force/velocity transfer function for a damping strut 
which was subjected to a medium-stroke and 50 Hz bandwidth test. The measured damping constant is independent 
of frequency, for all practical purposes, and meets the requirements for the system. 

The isolator stiffness elements, which consist of a system of flexures, were tested for both their axial and lateral 
stiffness values. The isolation performance, at the system level, is crucially dependent on the stiffness of these flexures. 
Table 2 shows a comparison of the stiffnesses from both the test and the finite element model of the flexures. This 
shows excellent correlation between the model and the test data, indicating that the flexures behave in test exactly 
as they were designed to. 

Stiffness 
Direction 

Test 
Stiffness 

(lb/in) 

Model 
Stiffness 

(lb/in) 

Difference 

Lateral 15,540 15,580 +0.3% 
Axial, Tension 1,670,000 1,660,000 -0.6% 

Axial, Compression 2,018,000 2,011,000 -0.3% 

Table 2. Comparison of the stiffnesses of the flexure system 

A modal test was performed on the complete assembled structure to verify that the finite element model is 
accurate and correctly predicts the behavior of the isolating payload attach fitting. This test was designed to simply 
extract the first few modes of the structure for use in tuning and validating the model. The measures of comparison 
between the test and analysis results were a frequency comparison and a mode shape cross-orthogonality matrix. 
The frequency comparison is shown in Table 3. It can be seen that the frequencies for the first several modes match 
within about 5%, indicating good correlation. 
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Prequ ency (Hz) Difference 
Test Analysis 
20.65 19.56 -5.3% 
33.75 32.21 -4.6% 
37.38 37.78 1.1% 
77.06 81.78 6.1% 
83.50 75.70 -9.3% 

Table 3. Frequency comparison between test and analysis 

The mode shapes were compared by calculating the cross-orthogonality matrix between test and analysis mode 
shapes. An analytical reduced mass matrix was calculated, using Guyan reduction in NASTRAN, and was used in 
the cross-orthogonality calculation. All data were imported into MATLAB for this process. The cross-orthogonality 
matrix is shown in Table 4. This matrix indicates that there is excellent correlation between the finite element model 
and the hardware. 

Analysis 1 
Freq (Hz) 19.56 32.21     37.78 81.78 75.70 
20.65 0.993 0.012       0.085 0.000 0.023 

CD 33.75 0.006 0.995      0.030 0.078 0.003 
e> 37.38 0.083 0.046       0.991 0.002 0.073 

77.06 0.015 0.048       0.014 0.970 0.020 
83.50 0.107 0.007       0.202 0.003 0.844 

Table 4. Modal test & analysis cross-orthogonality matrix 

6. Small Spacecraft / Small Launch Vehicle Isolation 

While the preceding places emphasis on isolation of a large 6500 lb spacecraft from a medium launch vehicle, it 
must be clarified that similar isolation methods may also be applied to a smaller class of problems. Whole-spacecraft 
isolation of a small spacecraft (less than 1500 lb) from the launch environment of a small launch vehicle is an extremely 
feasible task. Indeed, the isolation problem becomes easier because the ratio of center-of-gravity height to attachment 
width (discussed previously) is generally smaller. This minimizes collateral problems of low-frequency rocking and 
payload-to-fairing clearance reduction. A study was performed on a 600 lb spacecraft and a small launch vehicle to 
assess the feasibility of launch isolation. Figures 8 and 9 show the significant reductions in spacecraft acceleration 
loads that may be achieved in the lateral and axial directions, respectively. Isolation designs are currently in progress 
for this class of problem and are considered very promising. 

7. Summary 

There is a need to reduce launch loads on spacecraft so that spacecraft and their instruments can be designed with 
more concentration on orbital performance rather than launch survival. A softer ride to orbit will allow more sensitive 
equipment to be included in missions, reduce risk of equipment or component failure, and possibly allow the mass of 
the spacecraft bus to be reduced. These benefits apply to military as well as commercial satellites. 

The approach taken in this work was to incorporate an isolation system into the payload attach fitting, which is 
the structure that connects the spacecraft to the launch vehicle. The isolation system was to provide lateral isolation 
in the 25 - 35 Hz range, an important dynamic range for secondary equipment. 

Whole-spacecraft isolation is a challenging problem requiring a great deal of system-level and detail design engi- 
neering. Using realistic models of a launch vehicle and spacecraft, coupled-loads analyses were performed for several 
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flight events to determine the optimum isolation parameters. Once these parameters were determined, detailed design 
analysis was used to develop hardware that would produce the desired results. Pull-scale prototype hardware (69 
inches in diameter) was fabricated and tested to verity the analytical models. The isolating payload attach fitting was 
a one-for-one replacement for the original. At the conclusion of the design phase, complete (all cases) coupled-loads 
analyses were also performed to verify the performance of the isolation system. 

Additionally, isolation of small spacecraft from small launch vehicles is seen as a very tractable problem which 
may provide significantly softer rides on these vehicles, which typically have solid rocket motors. 

This work brings technology to the launch community which may significantly reduce launch vibration problems 
and reduce risk of spacecraft component failure. 
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ABSTRACT 

The U. S. Air Force's Phillips Laboratory has sponsored several programs to isolate pay loads from mechanical vibrations 
during launch. This paper details a program called LVIS (for Launch Vibration Isolation System). LVIS' goals are to 
reduce the RMS accelerations felt by an isolated payload by a factor of 5 compared to an unisolated payload while using 
minimal launch vehicle services, fitting within existing payload attach fittings' dimension and mass envelopes, and providing 
fail-safe operation. 

The LVIS system must provide axial isolation while at the same time not allowing its host spacecraft to "rattle" too much and 
make contact with the launch vehicle's external payload fairing, which is present to protect against heat, aerodynamic, and 
acoustic loads. This challenging set of goals will be accomplished using an innovative suspension system specially designed 
to be relatively soft in the vertical and lateral directions and stiff in the rotational directions to prevent payload fairing 
contact. An overview of the LVIS design and predicted performance is given. 

Keywords: vibration isolation, attenuation, launch vehicle, payload attach fitting. 

2. LVIS CONCEPT DESCRIPTION 

Figure 1 depicts a typical spacecraft on its payload adaptor fitting (PAF). The PAF is rigidly connected to both the 
spacecraft and the launch vehicle and provides minimal attenuation of vibrations being applied at its base. In most cases, all 
loads are transmitted directly to the payload; in a handful of cases special modifications have been made to provide 
attenuation for solid rocket motor resonances in specific frequency bands. LVIS' goal is to provide axial and lateral 
attenuation for a wide band in the low frequency (5-50 Hz) regime. 

r,   i    -■ i- ■ • Rocking or 
Payload Fairing. rotational motion 

Launch Vehicle 
(axial) 

Ifltsrsl 
Payload Adaptor Fitting (2-directions) 

Figure 1. Arrangement of launch vehicle, PAF, and spacecraft, with coordinate systems definition. 

The quasi-static axial acceleration during boost tends to cause compression within the spacecraft's long (Z) axis. 
The resulting axial deformations are typically small, since most spacecraft are built to withstand the axial loading created by 
the quasi-static and transient accelerations. Attenuation of the axial excitation may be attained by softening the PAF in the 
axial direction so that it behaves as a vibration isolator. 
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Although the axial loading caused by the launch vehicle's steady axial acceleration provides the largest magnitude 
of loading during flight, there are also lateral loads which occur primarily due to maneuvers initiated by the vehicle's 
guidance system and encounters with wind shear situations. This lateral loading tends to excite the launch vehicle's body 
bending modes and in turn drives the payload's lateral displacements ("rocking" motion) of the spacecraft. 

The lateral displacements created by launch vehicle bending modes translates into a horizontal excitation at the 
location of the payload. Since the payload's mass center is generally axally far in front of the PAF, this tends to excite strong 
rocking motion of the payload. This means that clearance requirements at the inside of the payload fairing forces the PAF to 
have very high rocking stiffness. 

The conflicting requirements of low axial stiffness to attenuate axial vibrations along with high rocking stiffness to 
achieve payload fairing clearance requirements make the design of a launch vibration isolation system particularly 
challenging. The unique design of the LVIS isolator shows good promise in meeting both of these design challenges. The 
analysis leading to the desired LVIS mechanical and performance parameters is described in detail in the following section. 

3. LVIS ANALYTICAL MODELLING 

Passive system modelling. Although LVIS is not intended to be a "point design," its sizing and design requires 
realistic inputs of loading conditions. For this reason, the LVIS system simulations combined several finite-element models: 
a liftoff-configuration Delta II launch vehicle model, several payload attach fitting models, and a spacecraft model. 

During the course of the LVIS effort, several PAF models were generated; a typical one is shown in Figure 2. In 
this figure, the upper and lower rings are modeled in great detail and to represent the actual structure of a Delta PAF. The 
isolating LVIS strut elements connecting the two rings are modeled as bar elements. This modeling scheme allowed us to 
easily modify the dynamics of the struts (stiffness, damping, and active control if desired) to represent various PAF 
configurations. 

Figure 2. Finite element model of payload attach fitting 

For comparison purposes, a baseline configuration mimicking the standard Delta PAF machined from a solid 
aluminum block was utilized. A second configuration modelled the LVIS dynamics, including the effects of incorporating 
hydraulically cross-linked struts of various stiffnesses to provide flexibility in some axes and stiffness in rocking directions. 
The cross-linking is incorporated into the finite element model and provides enhanced rocking stiffness. Its implementation 
into hardware is described in detail in a later section. The detailed design could not proceed with first carrying out some 
simulations whose results would be used to assess the LVIS' isolation performance. 
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PERFORMANCE ESTIMATION 

A transfer function approach was used to assess the performance and isolation benefits of candidate LVIS systems. 
We carried out a number of simulations computing the response at the satellite top due to axial forcing applied at the main 
engine location. These simulations were run in order to generate a family of RMS ratio curves as a function of the axial 
isolation frequencies (whole spacecraft fixed-base axial frequencies), as depicted in Figure 3. A 5 Hz axial frequency is seen 
to provide good isolation, and it may be seen that no isolation benefit is achieved for axial frequencies above 10 Hz. This 
figure shows that there is definitely a response reduction over the broad band due to the LVIS — the axial isolator attenuates 
the acceleration seen by the spacecraft for most frequencies. 

RMS Ratios. Output = Spacecraft Top Axial Accel, Input = Main engine Axial Force 

■ 0-40 Hz 
20-40 Hz 

5 10 15 20 25 30 
Axial isolation frequency (Hz) 

Figure 3 Spacecraft top RMS vibration reduction as a function of LVIS vertical stiffness. 

The result of selecting a 5 Hz axial isolation frequency is indicated in the peak transient acceleration due to liftoff 
loads shown in Figure 4. Note that there are benefits at nearly all frequencies. The 5 Hz axial frequency became the basis of 
the LVIS hardware design effort detailed below. 
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Figure 4. Comparison of spacecraft top RMS vibration levels with and without 5 Hz LVIS system. 
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4. LVIS HARDWARE IMPLEMENTATION 

The design effort's goal was to generate hardware providing a 5 Hz plunge frequency (fixed-base frequency) for the 
LVIS 8-strut design. These struts are the special elements connecting the top and bottom rings of the PAF shown in Figure 2. 
Based on a conservative assessment of the loads produced by a 3000 kg (6600 lbf) satellite exposed to loads ranging from 
-1.0 to +6.5 g), these strut elements were sized at 87.6 MN/m (500 klbf/in) and provide up to 3.8 cm (1.5 in) allowable axial 
displacement. A normal system with this low axial stiffness would also have relatively low rocking stiffness. However, in 
the LVIS system the rotational or rocking degrees of freedom are stiffened significantly by a unique hydraulic cross-linking 
system, which is described below. 

Our mechanical design effort occurred in parallel with the performance analysis in the previous section and yielded 
two potential LVIS strut concepts. Both of these concepts utilize a means of "offloading" the static weight of the payload, so 
that potential future implementations of active control methods would not be burdened with generating the large forces 
necessary to provide the static loading. One of the LVIS strut concepts utilizes combined pneumatic and hydraulic elements, 
and the second utilizes mechanical-spring and hydraulic elements. Implementations of these two potential LVIS systems are 
shown schematically in Figures 5 and 6. Both passive isolator concepts have a proprietary hermetically-sealed hydraulic 
"cross-link" technology which provides mechanical stiffness for rotation while permitting axial deformations. 

Concept 1 (left-hand side of Fig. 5) is a mechanically-offloaded hydraulically cross-linked passive system. A spring 
is used to support the forces produced by the quasi-static acceleration, allowing the payload to respond to transient 
accelerations induced by the launch vehicle. Concept 2 (right-hand side of Fig. 5) is essentially the same as Concept 1 except 
the offloading is provided by a pneumatic support system. One benefit of using a pneumatic support is that the element 
forces needed to support the payload may be supplied by the internal air cylinder pressure. In addition, the pneumatic 
offloading system may be easily adapted to payloads of widely varying mass, or accommodate varying acceleration levels, 
simply by adjusting the internal air pressure. For this reason, we adopted the pneumatic design as our baseline for the LVIS 
system. 

Hydraulic 
Cross-Link 

Constant Volume 
Reservoirs 

Mechanical 
Spring 

Top of Launch 
Vehicle 

Piston 

Air 
Cylinder 

V 
Figure 5. Our two isolation concepts provide low axial stiffness, high rocking stiffness, and static offloading by either 

mechanical or pneumatic means. 

A primary goal of this program is to design, build, and operate LVIS struts which demonstrate that the unique cross- 
linking technology provides both axial flexibility and lateral stiffness while meeting the upper bound requirements specified 
in preliminary design and analysis. Details of the mechanical spring strut and the pneumatic spring strut are shown in Figures 
6 and 7. 
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Figure 6. LVIS Mechanical Spring/Hydraulic Cross-Link Isolator Member 
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Figure 7. LVIS Pneumatic Spring/Hydraulic Cross-Link Isolator Member 

5. ACTIVE SYSTEM MODELLING 

Another of the objectives of the LVIS effort was to simulate the effects of an active control system and carry out a 
trade study to obtain a quantitative evaluation of potential increased payload isolation performance. Our efforts focused on 
determining how actuator performance requirements (including force magnitude, direction, and the rate of application) affect 
various spacecraft displacements and accelerations induced by disturbances such as liftoff, transonic and upper atmosphere 
winds, main engine cut off, etc. 
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Figure 8 shows the Multiple-Input Multiple-Output (MIMO) control system design topology evaluated. There were 
13 inputs: five disturbance inputs ud and eight active control inputs uc from actuators located within the PAF. Three outputs 
y were used for the preliminary evaluation which included the X, Y, and Z spacecraft bus positions (on top). 
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Figure 8: LVIS Active Control Design Topology 

The state estimator shown in Figure 8 is used to estimate the states associated with the most important structural 
modes from a limited number of measurement outputs y. The estimator is required because the direct measurement of all 
modes of interest isn't cost-effective or operationally efficient. We found that 44 states (22 modes) between 1 and 40 Hz 
were significant based on frequency response comparisons between the plant model and the reduced-order state estimator. 
Several different algorithms were utilized to reduce the estimator size because of the impact to real-time processing 
throughput and memory requirements. Estimator size is one variable in the control system trade study. The state estimator is 

defined by the A, B, and C matrices shown in Fig. 8. 

Current efforts are focused on evaluating two different methods of calculating the state feed back gain matrix^ and 
the quantitative trade with actuator requirements and isolation performance. These methods include eigenstructure 
assignment/ pole placement and Linear Quadratic Regulator (LQR)/optimal control approaches. These tasks will provide the 
information necessary for trade studies considering force magnitude and rate vs. control system cost and mass requirements. 

6. GROUND TESTING 

The LVIS program includes measurements of the isolator system performance. The testing will include component- 
level testing of a single LVIS strut, as well as a measurement of the "rocking" stiffness of a pair of LVIS struts. 

The component-level tests will measure the strut's direct complex stiffness, which will provide the tangent stiffness 
and loss as a function of DC preload. This testing will also determine the magnitude of any friction in each strut due to 
sliding seals, and demonstrate the structural integrity of each strut under under the equivalent of a 6 g static preload. 

The system-level testing will verify the high rotational stiffness of a pair of hydraulically cross-linked LVIS struts. 
A potential configuration for the dual-strut testing is shown in Figure 9. The configuration simulates a pure rotation by 
applying a compressive load to one strut and a tensile load to the other strut simultaneously. 
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Figure 9. LVIS component ground testing. 

As described earlier, the high rotational stiffness created by the struts arises as a result of the hydraulic cross-linking 
between the struts. Under a pure rotation, the hydraulic load generated by a compressive load in one of the struts is equal in 
magnitude to the tensile load experienced by its mate. While the near-incompressibility of the fluid linking the adjacent struts 
implies that the system is theoretically infinitely stiff in rotation, the reality is that stray compliances may arise through the 
elasticity of the hydraulic lines as well as compressibility of any residual gas contained within the hydraulic lines. The 
system-level testing will determine the actual rotational stiffness and will be input to the simulations for improved fidelity. 

7. CONCLUSIONS 

The LVIS program has carried out analytical simulations which indicate significant benefits to the payload, include 
reduced vibration and shock levels. This reduction can in turn provide some real benefits, including 

• relaxed coupled loads analysis requirements 

• reduced analysis load cycles and test criteria 

• reduced cost, weight, & size of spacecraft components 

• better performance & reliability of components 

• lessened power and fuel requirements or increased on-orbit service time with larger propellant loads 

• reduced LV loads or increased launch survivability 

• improved compatibility of payloads & launchers. 

The LVIS effort has built a foundation of launch-isolation understanding and real hardware. It will advance the state 
of the practice with the goal of producing a system that provides isolation with negligible increase in risk, so that it will be 
accepted by the conservative launch vehicle and spacecraft industry. 
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ABSTRACT 

The theoretical analysis of an improved piezoelectric shunt using a piezoelectric PZT element shunted with a parallel resistor 
and inductor circuit for passive structural damping and vibration control was studied1. In this paper, we will report results of 
the experiments of the improved shunting technique which were performed and demonstrated successfully for passive vibration 
control in the ARPA consortium SPICES program on several structures including thermoset fiberglass/epoxy composite 
plates with embedded PZT patches and cantilever beams with surface bonded patches. Vibration reductions on resonant 
response of more than 17 dB using the single mode shunting have been obtained on an 18" x 18" x 0.5" composite plate with 
eight embedded PZT patches. When we excite another composite plate with a commercial compressor mounted on top of it 
and turn on the shunt circuits, the transmitted vibration level measured with a force gauge at a plate mounting post is reduced 
about 15 dB. The improved piezoelectric shunting technique has been studied further to shunt-damp multiple vibration modes 
using only a single PZT patch. The experimental result of the multiple mode shunting will also be presented. 

Keywords: vibration control, piezoelectric shunting, passive damping, multiple mode shunting, resonant frequency, 
structural mode, piezoelectric PZT, composite plate, embedded actuator. 

1. INTRODUCTION 

In an earlier paper1 we reported the theoretical analysis of a piezoelectric shunt on a cantilever beam structure using a surface- 
bonded piezoelectric PZT element for passive structural damping and vibration control. The PZT element is electrically 
shunted at its external terminals with a resistor and an inductor in parallel. The piezoelectric shunt is a simple and low-cost 
vibration control technique. Because of its light weight and ease of implementation on a vibrating structure, the technique is 
especially suited for space applications. If properly implemented, such as in the inner-loop damping augmentation, it can 
provide additional stability and robustness to marginally stable active control systems2. 

In the passive vibration damping control employing the piezoelectric shunt, the PZT piezoelectric element is used to 
convert the mechanical energy of a vibrating system to electrical energy. The electrical energy is forced to flow as an electric 
current in the external circuit and be dissipated by joule heating through the shunt resistor. To dissipate the electrical energy 
more efficiently, the current in the external circuit should be limited in the resistor. This is done by tuning the inductor such 
that the total reactive impedance of the shunt circuit becomes infinite or anti-resonant. This leaves the shunt circuit with the 
resistive component only. A method well known as impedance matching3 is then employed to adjust the resistance to extract 
and transfer the maximum amount of energy to the external circuit for dissipation. 

As we have mentioned in the earlier paper1, the piezoelectric shunt can be operated by shunting the external terminals of 
the PZT element, either with a resistor and an inductor in series4-5-6'7'8, or a resistor and an inductor in parallel1. We have 
found, however, that it is more difficult and time consuming to tune and to reduce the structural vibration when the resistor 
and the inductor are connected in series. This is because in the series connection, the factor Q (Q = coL / R in electrical 
engineering terminology) of the inductor branch is affected by the existence of the resistor. When the resistance R needed for 
damping becomes large or Q becomes small, the electrical resonant frequency of the series shunt circuit, coe, is not equal to 1 
/ (LC)1/2, as used by Hagood4-5. The correct coe becomes [ (L - R2C) / L2C ]1/2. Also the correct inductor L needed for 
tuning the shunt circuit to coe should be L = [ 1 + (1 - 4o)e

2R2C)1/2 ] / (2coe
2C) and not be L = 1 / (coe

2C). 

For an ideal shunt-damping, the frequency tuning and the vibration reduction should be done independendy with the 
inductor and the resistor. The inductor is used to tune the shunt circuit to a resonant frequency of a structural mode of 
interest. The resistor is used to reduce the peak amplitude of the vibration mode. For the series arrangement, however, 
because ©e depends both on the R and L, when the resistance is varied for getting better peak amplitude reduction after the 
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inductance L is tuned, the L has to be readjusted again. Otherwise the pretuned frequency of the shunt circuit will be off-tuned 
from the resonant frequency and, consequently, the optimum reduction of the peak amplitude can not be obtained. To reach 
the optimum vibration reduction, this would require several iterative operations between the L and R, which is a tedious and 
time consuming operation. To overcome this difficulty, we have reexamined the piezoelectric shunt with the parallel 
connection. Since in the parallel arrangement coe is always equal to 1 / (LC)1/2, the frequency tuning and vibration reduction 
can be obtained independently with the inductor and the resistor. Therefore it is a better circuit arrangement. 

The detailed theoretical analysis, computer simulation and testing of the piezoelectric shunt using the parallel resistor- 
inductor arrangement on a cantilever beam has been reported1. In this paper we will present results of our piezoelectric shunt- 
damping experiments performed under the SPICES consortium program sponsored by ARPA. We will first describe the 
experimental methods in the first section with two subsections: (1) determination of the optimum tuning inductance and the 
optimum shunt resistance, and (2) the simulated inductor circuit. This will be followed with the experimental results. Two 
interesting experimental results will be reported. One is the piezoelectric single mode shunting experiment performed on 
composite plates with embedded actuators, and the other, the multiple mode shunting performed on a two-wing aluminum 
cantilever beam using only a single PZT patch. The summary will be given in the last section. 

2. EXPERIMENTAL METHODS 

2.1 Determination of optimum tuning inductance and shunt resistance 

We will describe the experimental method using a cantilever beam as an example. Figure 1 shows the sketch of a thin 
cantilever beam. A PZT piezoelectric ceramic patch is bonded on the upper surface near the high strain energy area. Both the 
major surfaces of the PZT patch are coated with silver electrodes. Wires are bonded to the electrodes for external connection to 
the shunt circuit. Two collocated patches may be used which are bonded on the upper and lower surfaces of the beam for more 
efficient damping control. The cantilever beam is excited with random white noise from an external vibration source, which 
can be a piezoelectric PZT driver, as shown in the figure, or a shaker. The vibration signal is monitored with a sensor which 
can be a strain gauge, another piezoelectric PZT element, or an accelerometer. The output from the sensor is amplified by a 
signal conditioner and then fed to a spectrum analyzer 

The structural vibration modes to be shunt-damped are first determined from the frequency response curve. The optimum 
tuning inductance and the shunt resistor to be used in the shunt circuit for each mode are then determined from the experiment 
as described below. 

1. Obtain f0 and fs from the frequency response curve, where f0 and fs are the peak frequencies of the structural mode of 
interest when the PZT terminals are open- and short-circuited, respectively. Use a narrow frequency band centered around the 
frequency of the structural mode and also use more analyzer lines for accuracy. 

2. Calculate the generalized transverse electro-mechanical coupling coefficient of the mode, 3C31, using f?C31 = [ (f0)2 - 

(fs)2]1/2/fs. 

3. Determine the PZT capacitance at constant strain, Cs, from the equation Cs = (1 - k3i
2) CT. k31 is the PZT material 

transverse coupling constant, which can be obtained from the PZT manufacturer. CT is the PZT patch capacitance before it is 
bonded to the beam. If the PZT is already bonded to the beam, the measured capacitance is close to Cs. 

4. Calculate the optimum normalized tuning frequency, a*, using a* = (1 - 3C31
2 / 2)1/2. 

5. Calculate the optimum tuning inductance, L*, using L* = 1 / [ Cs (2 n fs a*)2 ]. 

6. Calculate the optimum shunt resistance, R*, using R* = 1 / (2.828 JC fs C
s 3C31). 

2.2 Simulated inductor circuit 

As described in the previous section, the piezoelectric shunting for passive damping of structural vibration needs an inductor 
for tuning the shunt circuit to the natural frequency of the mode of interest. The optimum tuning inductance, L*, may be 
very high, in some cases, on the order of several ten to hundred henries. The use of a normal inductance coil with such a high 
inductance value would be impractical and therefore is not recommended for some applications due to its heavy weight and 
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bulky volume. The high resistance associated with the high inductance coil could also impose problems because it reduces 
the Q factor of the inductor branch in the shunt circuit. 

Use of an inductor simulator with operational amplifier circuits for high inductance has been reported, such as using a 
gyrator9, an integrator in conjunction with a voltage-to-current converter10, or a differentiator in conjunction with a current-to- 
voltage converter5. The input impedance of these simulated inductor circuits, however, are not of pure inductance, i.e., there 
is always a resistive component in series with the inductor. The simulated inductor circuit we have selected to use is the 
Riordan gyrator11, which was employed for the piezoelectric shunting by Edberg et al6 and is shown in Figure 2. The 
equivalent circuit of the Riordan gyrator is a pure inductor with the inductance value of L = C Rj R3 R4 / R2 provided that 
the capacitor C has a very low dissipation factor. The inductance therefore can be varied by changing either the resistance R3 

or R4 using a variable resistor. 

3. EXPERIMENTAL RESULTS 

3.1 Single  mode  shunting on thermoset fiberglass/epoxy composite  plates 

During the SPICES program we have performed the single mode piezoelectric shunting on several plate and rail structures 
made from different materials embedded with piezoelectric actuators, sensors and accelerometers, fiber optic sensors, and shape 
memory alloys12. For the plate structures made from thermoset fiberglass/epoxy composite materials, the piezoelectric 
transducers (or patches) were embedded in the plates using the resin transfer molding (RTM) technique13 by FMI Inc. In this 
subsection we will present results of the single mode shunting experiments on 18" x 18" x 0.5" composite plates. Each plate 
with a commercial compressor mounted on top of it in the center was bolted at the four corners on a seismic mass plate. A 
proof mass shaker used to excite vibration was also attached vertically to the top of the compressor. Figure 3 shows the 
arrangement of the piezoelectric shunting experiment. 

The first composite plate was embedded with four pairs of ACX PZT QuickPack patches. Each pair consisted of two 3" x 
4" patches which were embedded symmetrically with respect to the neutral axis of the plate and approximately 0.07" below 
the surface. The four pairs were located each on one side of the plate in the middle and about 1" in from the edge. For the 
convenience of identification, they were designated as 0026 and 0031 transducer pair at the position N. The 0027 and 0032 
par were at the position E. The 0028 and 0033 pair were at the position S and the 0030 and 0034 pair were at the position 
W. We first performed simulated shaker input tests on the plate and examined the vibration modes and the transducer 
characteristics. After measuring the transfer functions between the shaker and each PZT transducer pair we measured the open- 
circuit frequency, f0, and the short-circuit frequency, fs, for the structural mode at 41 Hz. An accelerometer sensor was 
collocated with the transducer pair being tested. The measured data were used to calculate the generalized transverse electro- 
mechanical coupling coefficients of these transducer pairs at this mode frequency. The coupling coefficients of the four pairs 
were about 5%, as illustrated in Table 1, which indicated that the bonds between the embedded transducers and the composite 
plate were good. 

The piezoelectric shunt was performed next to damp the 41 Hz structural mode using four shunt circuits. We first used 
one shunt circuit for each transducer pair. The optimum tuning inductance and the shunt resistance of each shunt circuit were 
determined from the equations, as described in Section 2. The result of the shunt-damping experiment using one shunt circuit 
is given in Table 1. The 41 Hz peak amplitude reductions with each shunt circuit were about 12 dB. The critical damping 
factors of the mode after shunting were increased from about 0.47 - 0.53% to 2.82 - 3.51%. 

The shunt-damping experiment was next repeated using two and four shunt circuits simultaneously. During this 
experiment the accelerometer sensor was positioned over the transducer pair W. Table 2 summarizes the test results of the 41 
Hz mode amplitude reductions and the final critical damping factors when the plate was shunted with one, two and four shunt 
circuits. It indicates that when the four shunt circuits were all activated together, the 41 Hz mode amplitude reduction went 
up to 17.78 dB and the critical damping factor increased from the initial 0.512 to 6.795%. Figures 4a and 4b display the 
frequency response curves near the 41 Hz mode before and after shunt-damping with four shunt circuits. We also tried to 
shunt-damp the composite plate with one shunt circuit by connecting the four transducer pairs in parallel and terminating 
them to a shunt circuit with proper inductor and resistor. We obtained an amplitude reduction of 17.75 dB for the 41 Hz mode 
and the final critical damping factor of 6.80%. These data were close to that obtained earlier when the shunt-damping was 
performed with four separate shunt circuits. But the plateau of the frequency response curve near the 41 Hz mode after the 
shunt-damping was very noisy. 

Figures 5a and 5b illustrate the time response of the same composite plate before and after shunt-damping with four shunt 
circuits. In each figure the upper curve is the input signal to the shaker and the lower curve is the output from the 
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accelerometer sensor. The sinusoidal frequency used was 41 Hz. The critical damping factor determined from the decay of the 
response curve before and after the shunt-damping were 0.65% and 6.89%, respectively. 

Another fiberglass/epoxy composite plate processed with the RTM technique and embedded with twenty four (twelve-pair) 
different-size ACX PZT QuickPack patches was also tested. Figure 6 shows a photograph of the plate with its test fixture. 
The piezoelectric shunt-damping test was performed on the four large transducer pairs which were the same size as those 
embedded in the previous plate. For this plate the frequency of the structural mode of interest was at around 46.5 Hz. The 
sensor used was a PCB uniaxial force transducer which was mounted below the plate at one of the supporting posts. We first 
obtained the frequency response curve by exciting the plate with a shaker and measuring the transmitted force with the force 
transducer. Figures 7a and 7b show the force transmission frequency response curves before and after shunting four transducer 
pairs with four shunt circuits. An amplitude reduction of 14.38 dB was observed for the 46.5 Hz mode. We next turned off 
the shaker, excited the plate with the compressor, and measured the transmitted force power spectra before and after shunting. 
Figure 8 illustrates the force transmission power spectra before and after shunting. An amplitude reduction of 14.20 dB for 
the peak at around 46.18 Hz was obtained. 

3.2 Multiple mode shunting using a single PZT patch 

In our earlier paper1 we described a simple, practical and cost effective method for passive structural vibration reduction and 
damping using a parallel resistor-inductor (R-L) shunt circuit shunted across the external two terminals of a PZT transducer. 
The circuit is intended to reduce and damp vibration of one structural mode. To reduce and damp two or several modes 
simultaneously, two or more PZT transducers bonded or embedded in the structure have to be used. But the use of several 
PZT transducers on or in the structure may create some problems. First, the structure may not have enough room to 
accommodate these transducers in one area. Second, if there is enough room, the structural property may be altered or 
weakened when these transducers are embedded in or bonded on it. Third, the addition of a large number of PZT transducers 
will increase the weight of the structure, which is not recommended for space applications requiring light weight. 

In this subsection we will describe a method of shunt-damping two or multiple vibration modes simultaneously using a 
single piezoelectric PZT transducer. Although there have been two reports6-7 of the multiple mode piezoelectric shunting, the 
circuits and the approaches employed by these authors were not practical. This was due to the fact mat tuning of the inductor 
in one shunt branch for one mode would cause detuning of other modes or the entire shunt circuit. The analysis and the 
computation used to determine the shunt circuit components were very complex and tedious. There are always two questions 
to ask when one wants to design a shunt circuit to simultaneously shunt-damp multiple modes with the use of a single PZT 
patch terminated by several series R-L or parallel R-L shunt circuits, each designed to control one structural mode. They are: 
(1) how to avoid interference among the shunt circuits after they are all connected to the same PZT terminals, and (2) how 
easily and reliably one can do the fine-tuning with the inductors or the resistors to optimize the shunting performance. 

To solve these questions we have conceived and developed a new method, which has been successfully demonstrated 
experimentally. Our approach is to insert a "blocking" circuit in series with the parallel R-L shunt circuit designed for each 
mode. The "blocking" circuit consists of one parallel capacitor and inductor (C-L) anti-resonant circuit or a series of them. 
The number of the C-L anti-resonant circuits in each branch circuit depends on the number of the structural modes to be 
shunt-damped simultaneously. The blocking circuit of each R-L shunt circuit is designed to produce infinite electrical 
impedance, or anti-resonance, at the natural frequencies of all other R-L shunt circuits. The individual branch circuits with its 
"blocking" circuit inserted are then connected to the two common terminals of the PZT transducer to form the multiple mode 
shunt-damping circuit. The tuning inductance of the original R-L parallel circuit, of course, has to be recalculated and 
corrected after the "blocking" circuit is connected to it. The capacitor used for the C-L anti-resonant circuit should be a low 
dissipation factor one and the inductor should have a very high Q factor, which can be obtained from the simulated inductor 
circuit described earlier in section 2.2. 

Two multiple mode shunt-damping circuits designed to attenuate two structural vibration modes simultaneously have been 
fabricated. Both circuits have been tested experimentally to reduce the vibration amplitudes of the first and the second modes 
of a two-wing aluminum cantilever beam whose sketch is given in Figure 9. This beam was also used earlier for the 
preliminary single mode shunting experiment reported in ref. 1. Figures 10a and 10b show the frequency response curves of 
the two-wing cantilever beam before and after the PZT transducer was shunted with the multiple mode shunt circuit. We have 
obtained amplitude reductions of about 10 dB for both the first mode at 122 Hz and the second mode at 205 Hz. The critical 
damping factor for the first mode was increased from 0.35 to 2.61% and from 0.353 to 2.96% for the second mode. A more 
detailed theoretical and experimental paper on the multiple mode shunt-damping will be reported in the future. 
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4. SUMMARY 

We have reported experimental results of the improved piezoelectric shunting technique following the presentation of the 
theoretical paper1 at the last year's SPIE conference. The experiments were performed under the Synthesis and Processing of 
Intelligent Cost Effective Structures (SPICES) consortium program sponsored by the Advanced Research Projects Agency 
(ARPA) on several composite structures, in particular, on thermoset fiberglass/epoxy composite plates with embedded PZT 
patches and cantilever beams with surface bonded patches. We first described the experimental methods in two parts.. First 
we reported the method of how to determine the optimum tuning inductance and the optimum shunt resistance of the parallel 
resistor and inductor shunt circuit. It was followed by the second part in which we described how to obtain the high value 
inductance for the shunt circuit utilizing the Riordan simulated inductor circuit. 

During the SPICES program several successful piezoelectric shunting experiments were performed. We have presented in 
the "Experimental Results" section the test results from two thermoset fiberglass/epoxy composite plates manufactured by the 
resin transfer molding technique embedded with ACX PZT QuickPack actuators. Excellent vibration reductions on resonant 
response of more than 17 dB have been obtained on an 18" x 18" x 0.5" composite plate using shaker excitation. On another 
composite plate we excited it with a commercial compressor which was mounted on top of it. The transmitted vibration level 
measured with a force gauge at one of the plate mounting posts was reduced about 15 dB after shunting. 

The improved piezoelectric shunting technique was extended further to shunt-damp multiple structural vibration modes 
using only a single PZT patch. The approach was to employ a "blocking" circuit in series with the parallel resistor and 
inductor R-L shunt circuit designed for each mode. The "blocking" circuit consists of one parallel capacitor and inductor (C- 
L) anti-resonant circuit or a series of them. The number of the C-L anti-resonant circuits in each branch circuit depends on 
the number of the structural modes to be shunt-damped simultaneously. The blocking circuit of each R-L shunt circuit is 
designed to produce infinite electrical impedance, or anti-resonance, at the natural frequencies of all other R-L shunt circuits. 
The individual branch circuits with its "blocking" circuit inserted are then connected to the two common terminals of the PZT 
transducer to form the multiple mode shunt-damping circuit. Experimentally we have tested this technique with a two-wing 
aluminum cantilever beam. We have demonstrated successfully shunt-damping of the first and the second modes of more than 
10 dB. The critical damping factors for the first mode was increased from 0.35 to 2.61% and from 0.353 to 2.96% for the 
second mode. 
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Figure 1. Sketch of a thin cantilever beam shunted with a parallel resistor-inductor circuit. 
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Figure 2. Simulated inductor circuit employing two operational amplifiers. 
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Figure 3. Arrangement of piezoelectric shunt experiment on a thermoset composite plate. 

PZT Patch 
ID & Location 

Measured 
Capacitance 

m 
Generalized Electro- 
Mechanical Coupling 
Coefficient (%) 

41 Hz Mode 
Amplitude 
reduction (dB) 

Damping Factor 
Initial, 
Final  (%) 

0026 & 0031 
Position N 

1.372 4.982 11.97 0.534 
3.377 

0027 & 0032 
Position E 

1.241 4.368 11.60 
0.489 
2.877 

0028 & 0033 
Position S 1.112 4.792 11.66 

0.473 
2.825 

0030 & 0034 
Position W 1.281 5.178 12.64 

0.495 
3.512 

(Accelerometer sensor collocated with PZT patch being tested) 

Table 1. Shunt test data before and after activating one PZT pair to its shunting circuit. 
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PZT Patch(es) Shunted 41 Hz Mode Amplitdue 
Reduction (dB) 

Final Damping 
Factor (%) 

0026 & 0031 (N) 12.32 3.506 

0027 & 0032 (E) 11.08 3.049 

0028 & 0033 (S) 10.98 2.973 

0030 & 0034 (W) 12.81 3.512 

0026 & 0031 (N), 0030 & 0034 (W) 15.17 5.035 

0027 & 0032 (E), 0028 & 0033 (S) 13.59 4.355 

0026 & 0031 (N), 0027 & 0032 (E), 
0028 & 0033 (S),  0030 & 0034 (W) 17.78 6.795 

When four PZT groups are connected to one shunt circuit, the amplitude reduction is 
17.75 and final damping factor is 6.80%. But FTF is noiser 

Table 2. Shunt test data after activating one, two and four PZT pairs to their shunting circuits, 
(measured with accelerometer sensor at position W). 
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Figure 4. Frequency response curves near 41 Hz mode before (a) and after (b) shunt-damping with four shunt circuits. 
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Figure 5. Time response curves at 41 Hz before (a) and after (b) shunt-damping with four shunt circuits. The upper curve of 
each figure is the input signal to the shaker and the lower one is the plate time response. 

Figure 6. Photograph of a fiberglass/epoxy composite plate and its test setup. 
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Figure 7. Force transmission frequency response curve near 46 Hz mode before (a) and after (b) shunt-damping with four 
shunt circuits, (using shaker excitation). 
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Figure 8. Force transmission power spectra near 46 Hz before and after shunt-damping, (using compressor excitation). 
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Figure 9. Sketch of two-wing cantilever beam using a single PZT patch for shunt-damping experiments. 
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Figure 10. Frequency response curves showing vibration reductions of two modes, around 122 and 205 Hz, before (a) and 
after (b) multiple mode shunt-damping using a single PZT patch. 
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ABSTRACT 

A shunting method has been developed and experimentally verified for tuning the natural frequency and damping of a 
piezoceramic inertial actuator (PIA). Without power, a PIA behaves much like a passive vibration absorber (PVA). PVAs 
typically minimize vibration at a specific frequency often associated with a lightly damped structural mode. Large response 
reductions, however, may only be achieved if the PVA is accurately tuned to the frequency of concern. Thus, an important 
feature of a PVA is the ability to be accurately tuned to the possibly varying frequency of a target vibration mode. Tuning an 
absorber requires a change in either the mass or stiffness of the device. The electromechanical properties of the piezoceramic 
forcing element within a PIA in conjunction with an external passive electrical shunt circuit can be used to alter the natural 
frequency and damping of the device. An analytical model of a PIA was created to predict changes in natural frequency and 
damping due to passive electrical shunting. Capacitive shunting alters the natural frequency of the actuator only, while 
resistive shunting alters both the natural frequency and damping of the actuator. Experiments using both passive capacitive 
and passive resistive shunt circuits verified the ability to predictably shift the natural frequencies of the piezoceramic inertial 
actuator by more than 5%. 

Keywords: vibration absorber, tuning, piezoelectric ceramic, shunting, inertial actuator 

1. INTRODUCTION 

Vibrations in aerospace structures create many important and difficult engineering problems. In certain aircraft and rotorcraft 
applications, structural vibrations may increase interior cabin noise levels and/or accelerate material fatigue. Identifying the 
sources of troublesome vibrations and subsequently developing strategies for reducing these vibrations has been and continues 
to be the focus of a large body of research. 

Interior noise levels in certain propeller driven aircraft, rotorcraft, and the more advanced high-speed turboprop aircraft are, in 
general, higher than desirable. In these vehicles, noise is generated from both airborne and structure-bore sources. Airborne 
noise arises from acoustic sources such as the interaction of the propeller wake/vortex with the aircraft fuselage or the 
impingement of jet exhaust directed at the fuselage.1'2 Structure-borne noise is a result of vibrations from the engine or 
vibrations from the interaction of the propeller wake/vortex with the wing surface being transmitted via the aircraft structure 
to the main cabin.3,4 In addition, the flexible attachment of the rotor blades to the rotor hub and gear meshing in the main 
rotor gearbox of rotorcraft may also generate extremely high cabin noise levels. Thus with many of the sources of interior 
noise identified, the problem becomes that of reducing the resulting noise/vibration levels within the aircraft or rotorcraft 
cabin. 

Structural acoustic control is a method for reducing the interior cabin acoustic field by reducing vibrations due to external 
excitation sources before they propagate to and excite the coupled interior structural acoustic modes of the aircraft fuselage. 
Direct airborne induced disturbances may be inhibited from propagating to the fuselage by altering the stiffness of the wing 
and fuselage,5 by adding surface damping treatments to the wing and fuselage,3,5 by adding blocking masses to the aircraft 
structure,3 by using passive and active vibration abosorbers,3,5,6 by using resistively shunted7,8 and resonantly shunted7,9 

piezoceramics, or by using active vibration control. Vibrations that propagate from the engine may be reduced by passive and 
active isolation, by active control, and by passive4 and active vibration absorbers. Of particular interest to this research is the 
use of passive vibration absorbers for structure-borne noise/vibration control. 
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Passive vibration absorbers are conceptually simple devices consisting of a mass attached to a structure via a complex spring. 
The primary function of these devices is to increase the dynamic stiffness of the airframe and/or engine mounts of an aircraft. 
PVAs are typically used to minimize vibration at a specific frequency often associated with a lightly damped structural mode. 
For the device to operate at the correct frequency, the mass and stiffness must be chosen correctly so as to tune the actuator to 
the frequency of the offending mode or disturbance. The fact that a PVA may only be used at a specific frequency, however, 
can sometimes be the largest drawback of using these devices. 

Passive vibration absorbers have been used in the aviation industry for quite some time. For example, the DC-9 uses a set of 
four PVAs attached to each engine pylon4 to reduce the aft cabin noise associated with the operating spool frequency of the 
engines. Similarly, both the Fokker F2710 and the Saab 340" aircraft use PVAs attached directly to the fuselage frame to 
lower interior cabin noise levels. In these applications, the absorbers provide adequate vibration attenuation at specific 
frequencies. Performance can be seriously degraded, however, if the disturbance source changes frequency. If this occurs, the 
PVA(s) must be physically re-tuned. Re-tuning the absorber(s) may often be either impractical or impossible, hence there is 
a need for a vibration absorber with properties that are easy to alter. 

The purpose of this research was to develop a straightforward method for tuning a vibration absorber. This was accomplished 
by electrically shunting a piezoceramic inertial actuator. In the passive sense, an inertial actuator behaves much like a PVA. 
This work exploits the frequency dependent properties of shunted piezoceramic forcing elements within the PIA by using 
them (i.e., the piezo elements) as variable stiffness complex springs. 

2.   BACKGROUND 

A model was created to gain insight into the effects of shunting a piezoceramic inertial actuator. First, a single degree-of- 
freedom (DOF) structure and absorber model were created. Next, the absorber model was altered to incorporate the effects of 
the piezoceramic forcing element of the inertial actuator. Finally, the electro-mechanical dynamics of the passively shunted 
piezoceramic were added to the model to create the desired frequency dependent effects. 

Consider a damped vibration absorber attached to a single DOF system, as shown in Figure 1(a). Let nx. and ks* represent the 
effective mass and complex stiffness of the structure respectively and m, and ka* represent the mass and complex stiffness of 
the absorber respectively. 

absorber* 

structure- 

m. 

mc 

(a) 

Jxa 

_txc 

, jfX; in 

• without PVA 

frequency 

(b) 

Figure 1. (a) PVA attached to single DOF system, (b) Sample frequency response function for the combined system 

Equation (1) represents the ratio of the structural displacement, Xs, to the base disturbance displacement, Xin, in the Laplace 
domain (Note: the stiffness terms ka and ks are the real parts of the complex stiffnesses, ka* and ks* respectively; damping 
was assumed to be small and was removed to simplify the analysis). 

xm0)    mss
2+ks 

(1) 
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The magnitude of the ratio of the structural displacement to the base disturbance displacement is shown by the dashed line in 
Figure 1(b). The natural frequency of the structure, ö>s, is directly proportional to the square root of the quantity k/ms. 
Equation 2 represents the dynamics of combined absorber/structure system in the Laplace domain. If ka is chosen in such a 
way that the natural frequency of the absorber is equal to the natural frequency of the structure and the damping is adjusted 
appropriately, then it is possible to obtain a system response similar to the solid line shown in Figure 1(b). Notice that it is 
possible to have an increase in response when the absorber is attached to the system and the input disturbance frequency 
deviates from co,. 

makss
2 + kaks X,fr) =  

xin(*)    mams5
4 +(ma(ka +ks) + mska).s2 + kaks 

(2) 

Next consider a simple model of a piezoceramic inertial actuator, as shown in Figure 2. Like PVAs, inertial actuators consist 
of passive mass and complex stiffness elements. The difference between the two devices is the inclusion of a forcing element, 
Fp, in parallel with the complex spring of the inertial actuator. The most common form of inertial actuator, the voice-coil 
actuator, utilizes a coil and moving magnet for a forcing element. Recently, however, a new class of inertial actuator has 
been developed based on dual-unimorph displacement amplification of a piezoceramic forcing element.1213 

actuator- 

structure « 

Figure 2. Inertial actuator attached to a single DOF structure model 

Piezoceramic materials are capable of producing large forces but relatively small displacements (strains). The practical 
implementation of piezoceramics for actuation usually requires some form of piezoceramic strain amplification. Unimorph 
amplification is achieved by attaching one side of a piezoceramic plate or disk to a stiff cap (Figure 3(a)). The in-plane 
displacement of the piezoceramic causes the cap to displace in the transverse direction. The resulting transverse cap 
displacement is comparatively larger than the in-plane piezo displacement. Dual-unimorph amplification refers to placing two 
unimorphs in series in order to double the displacement amplification effect, as shown in Figure 3(b). 

piezoceramic 

(a) unimorph (b) dual-unimorph inertial actuator 

Figure 3. Unimorph actuation and the dual-unimorph inertial actuator 

At this point, it is desirable to couple the electro-mechanical dynamics of the piezo elements to the mechanical dynamics of 
the PIA. To do this, the following forms of the piezoceramic constitutive equations were used: 

Fp=ksc(Xa-Xs) + d31kscV 

I = d31kscs(Xa-Xs)-C£sV 

(3) 

(4) 
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where Fp, V, and I are the force, voltage, and current respectively in the piezoceramic material, Xa and Xs are the displacements 
of masses ma and mb respectively, s is the Laplace parameter (s=icü), ksc is the short circuit stiffness of the piezoceramic, d3l 

is the piezoceramic charge coefficient, and Cp
T is the capacitance of the piezoceramic measured under constant stress 

conditions. Equations (3) and (4) were coupled with the equation of motion for the PIA model shown in Figure 2, namely: 

m ,s2Xa=-ka(Xa-Xs)-Fp (5) 

The result is an expression for the ratio of the absorber mass displacement, Xa, to the structural displacement, X„ in the 
Laplace domain: 

xafc)_    K + Kc ,~ 
Xs(s)    nv2

+ka+]4 U 

In Equation (7), k^* is a frequency dependent (and potentially complex) stiffness of the form: 

(7) ksc 1 + k2 

1 + a(s) 

where the piezo coupling coefficient is k„2 = d3]
2 ksc/Cp

T and a(s) is the ratio of the electrical impedance of the open circuit 
piezo capacitance, ZJs), to the electrical impedance of the external shunt circuit, Zsh0). The electrical impedance of the open 
circuit piezo measured under constant stress mechanical conditions, Zx(s), can be expressed as: 

Zoc(s) = -^T (8) sCp 

The aO) term in Equation (7) allows the effective piezoceramic stiffness, ksc*, to be tuned by changing the electrical 
impedance of the external shunt circuit. In the next section, two types of shunting will be examined analytically: capacitive 
and resistive. In each case, the goal is to determine the effect of varying the electrical shunt condition on the natural frequency 
and modal damping of the passive PIA model. 

3.  ANALYTICAL SHUNTING ANALYSIS 

Equation (6) describes the response of a single DOF piezoceramic inertial actuator due to an input structural displacement 
disturbance as a function of the variable piezo stiffness, ksc*. By varying the impedance of an external shunt circuit, the 
natural frequency and, in some cases, the modal damping of the piezoceramic inertial actuator will vary. The objective of the 
investigation described in this section was to gain insight into the effects of capacitive and resistive shunting on natural the 
frequency and modal damping of a hypothetical PIA. 

First, consider capacitively shunting the piezoceramic element of the PIA. Recall the expression for the ratio of open circuit 
electrical impedance of the piezoceramic to the electrical shunt impedance (a(s)=Z0C(s)/Zsi(s)) in Equation (7). The electrical 
impedance of the shunt capacitor is: 

Zsh(*) = ^r- (9) 

Thus, a(s) is equal to: 
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«(*)=% 
% 

(10) 

Equation (7) is now a purely real stiffness that varies with a change in shunt capacitance. Notice that for a very large shunt 
capacitance (i.e., approximately a short circuit electrical shunt condition), ksc* approaches the nominal short circuit stiffness 
of the piezoceramic, ksc. Conversely, as the shunt capacitance becomes much smaller than the capacitance of the piezoceramic 
(i.e., approximately an open circuit electrical shunt condition), ksc* approaches a value of ksc(l+kp2). For a planar piezo 
coupling coefficient of 0.6, the open circuit (i.e., small shunt capacitance) piezo stiffness will be approximately 36% suffer 
than the short circuit case. 

Figure 4 illustrates the effect of varying the shunt capacitance on the natural frequency of a representative PIA. When Csh is 
very small compared to Cp

T (i.e., approaching open circuit) the natural frequency of the device is approximately 4.5% larger 
than the short circuit natural frequency (i.e., when Csh is very large compared to CP

T). Because the shunt capacitor is a purely 
reactive element, there are no loss terms and thus no change in damping. 

260- 

258- 

K     256 - 

254- 

<fc     252- 

250- 

248- 

246- 

- open circuit short circuit -> 

i i iiiiij 1  i i IIIII|—i  i i imi|—i  i i iiiii| 1  i i IIIII|—i  i i inn 

0.001 0.01 0.1 1 10 100 1000 
Tuning ratio [Csh/Cpi] 

Figure 4. Capacitive shunting effect on the natural frequency of the PIA model 

Next, consider resistive shunting of the piezo element of the PIA. In this case, the electrical impedance of the shunt resistor 
is simply: 

Zsh(*) = Rsl (11) 

Thus, a(s) is equal to: 

*(.) = 
1 

SReuC 
(12) 

sh'-'p 

Define the natural frequency, corc, of the RC-circuit corresponding to the combination of the shunt resistance and the piezo 
capacitance as: 

ror„ = 
1 

RshCp 
(13) 

The effective piezo stiffness, ksc* may then be expressed in a complex form in terms of the ratio of shunt circuit natural 
frequency to input frequency (<oJ(o) as follows: 
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k   =k l + k„ 
1 + mi 

■>-i <\ (14) 

The real part of kK* (i.e., the storage modulus) has the same dependence on the tuning ratio as ksc* has on the capacitance 
ratio in the capacitive shunting case. Furthermore, resistive elements also increase energy dissipation. Thus, for the resistive 
shunting case, additional damping may be introduced. 

Figure 5 illustrates the effect of resistive shunting on the natural frequency and modal damping ratio of the PIA model. 
Notice that a tuning ratio of 1 corresponds to maximum system modal damping. Thus, both the natural frequency and 
damping of the passive PIA can be tuned using the shunt resistance. 
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Figure 5. Resistive shunting effects on natural frequency and modal damping ratio of the PIA model 

In the next section, experimental results are presented that show the effects of capacitive and resistive shunting on the natural 
frequency and modal damping ratios of a prototype piezoceramic inertial actuator. 

4. EXPERIMENTAL SHUNTING RESULTS 

A series of tests were performed to measure the natural frequency and modal damping ratio of a passive PIA. The tests 
conducted involved measuring the ratio of the acceleration of the actuator's reaction mass to the acceleration of the actuator's 
base for a variety of passive resistive and passive capacitive shunt circuits. 

Figure 6 illustrates the experimental setup. A shaker was used to excite the actuator and two accelerometers were used to 
measure the actuator base (input) and reaction mass (output) accelerations. The acceleration of the base of the actuator could 
not be measured directly, but a reference accelerometer was mounted very close to the base of the actuator on a short 
aluminum bar also attached to the shaker. The flexibility of the aluminum bar limited the frequency range of the experiments 
because above approximately 2.0 kHz, the reference acceleration began to lag the mounting base acceleration. 
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HP 3562A Signal Analyzer accelerometer power amplifiers 

accelerometer 

shaker 

Figure 6. Experimental setup 

Frequency response measurements were taken in the frequency range from 0 to 2000 Hz and averaged 30 times. Figure 7 
illustrates a typical passive PIA frequency response function (FRF). The actuator was connected to a solderless breadboard 
where variable resistors or individual capacitors were used as shunt circuit elements. Resonant frequencies and modal damping 
ratios for the first mode of the actuator were calculated from ^-domain curve fit estimates of the experimental FRFs. 

£  -270- 

"■—■—r 
1000 

Frequency [Hz] 
2000 

Figure 7. Sample experimental acceleration ratio frequency response function 

Figure 8 illustrates the effects of capacitive shunting on both the actuator's fundamental natural frequency and the actuator's 
fundamental modal damping ratio. Note that the abscissa of the capacitive shunting plots represents the ratio of shunt 
capacitance to actuator capacitance (the actuator capacitance, Cp

T, was approximately 58 nF). In Figure 8, at very low values 
of capacitive shunt ratio {i.e., close to open circuit electrical conditions) the fundamental natural frequency is approximately 
258 Hz. As the shunt ratio increases, the fundamental natural frequency decreases, and as Csh/CP

T approaches infinity, the 
natural frequency asymptotically approaches a value of approximately 244 Hz (over a 5% change in natural frequency from 
short circuit to open circuit condition). Figure 8 also illustrates the effect of varying the shunt capacitance on the 
fundamental modal damping ratio. From the data, it appears that as the piezo becomes less stiff, there is a corresponding 
increase in modal damping ratio. Thus, the fundamental modal damping ratio ranges from roughly 3.2% for the open circuit 
case (Csh/Cp

T very small) to approximately 4.0% for the short circuit case (Csh/C.T very large).   One explanation for the 

57 



increase in the fundamental mode's modal damping ratio from open circuit to short circuit is that as the piezo becomes less 
stiff with increasing shunt capacitance, a larger fraction of strain energy is imparted to the lossy material included in the 
actuator, thus raising the modal damping ratio. 
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Figure 8. Experimental capacitive shunting results 

Figure 9 illustrates the effects of resistive shunting on both the fundamental natural frequency and the modal damping ratio of 
the PIA. Note that the abscissa of the resistive shunting plots represents the ratio of the shunt circuit electrical natural 
frequency to the fundamental dynamic short circuit resonance frequency of the actuator. For very small tuning ratios (i.e., 
approximately open circuit electrical conditions) the natural frequency of the fundamental mode of the actuator is 
approximately 257 Hz. For very large tuning ratios (i.e., approximately short circuit electrical conditions) the natural 
frequency of the fundamental mode of the actuator is approximately 243 Hz (over a 5% change in natural frequency from short 
circuit to open circuit condition). A transition region exists between the open and short circuit limits. The mid-range of this 
transition occurs for a tuning ratio of approximately 1.0. As in the capacitive shunting case, there is a transition from the 
open circuit (small tuning ratio) modal damping ratio of approximately 3.2% to the short circuit (large tuning ratio) modal 
damping ratio of approximately 4.0%. However, for a tuning ratio of slightly greater than one, the modal damping ratio 
peaks at about 7%. 
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Figure 9. Experimental resistive shunting results 

0.03 

5. CONCLUSIONS 

A shunting method for tuning the natural frequency and modal damping ratio of a piezoceramic inertial actuator  has been 
developed. Shunting the actuator with a capacitor alters the stiffness of the piezoceramic forcing element, thus changing the 
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natural frequency of the device. Very large values of shunt capacitances (compared to the clamped capacitance of the 
piezoceramic forcing elements) correspond to a short circuit electrical boundary condition, while very small shunt capacitances 
correspond to an open circuit condition and have the effect of stiffening the piezo elements, in some cases, by more than a 
factor of 1/3. Large shunt resistances have the same effect on piezo stiffness as small shunt capacitances and, conversely, 
small shunt resistances have the same effect as large shunt capacitances. In addition, if the shunt resistance is chosen 
properly, such that the resonance frequency of the RC-circuit matches the mechanical vibration frequency of the PIA, damping 
may be significantly increased. 

With the knowledge of the effects of capacitive and resistive shunting on both natural frequency and modal damping ratio of 
the passive PIA, it is conceivable to "coarse- tune" the actuator to a troublesome frequency by choosing an appropriate 
reaction mass and then "fine-tune" the actuator via capacitive or resistive shunting. In doing so, it may be possible to 
maintain a high degree of narrow-band vibration attenuation by keeping the PIA accurately tuned to the proper frequency. 
Because this approach is based on the use of passive electrical elements, it could also be readily used for on-line adjustment of 
an actuator to track a changing problem frequency. 
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ABSTRACT 

To add damping to systems, viscoelastic materials (VEM) are added to structures. In order to enhance the damping effects 
of the VEM, a constraining layer is attached. When this constraining layer is an active element, the treatment is called 
active constrained layer damping (ACLD). Recently, the investigation of ACLD treatments has shown it to be an effective 
method of vibration suppression. In this paper, the treatment of a beam with a separate active element and passive 
constrained layer (PCLD) element will be investigated. A Ritz-Galerkin approach is used to obtain discretized equations of 
motion. The damping is modeled using the GHM method and the system is analyzed in the time domain. By optimizing on 
the performance and control effort for both the active and passive case, it will be shown that this treatment is capable of 
lower control effort with more inherent damping, and is therefore a better approach to damp vibration. 

Keywords: passive constrained layer damping, active constrained layer damping, active control, viscoelastic material, 
optimal placement and size 

1. INTRODUCTION 

In the last few years, the area of active constrained layer damping (ACLD) has been shown to be an effective method of 
vibration suppression in structures.1 It is advantageous to use ACLD as opposed to pure active control, due to the inherent 
damping present in the treatment. The control effort required is less than for the purely active case, and in some instances 
does give better performance.2 The main advantage for using ACLD is in the event that the active element fails, the VEM 
will still damp vibration. This paper proposes the use of an active element (PZT) along with a passive constrained layer 
damping (PCLD) element to damp vibration. The active element is separate from the PCLD, so that the active element can 
actuate effectively. The PCLD treatment will improve robustness and reliability of the system and reduce vibration at the 
higher modes. It is shown through optimization of performance and control effort that the separate application of the PZT 
and PCLD give better performance than either then active, PCLD, or ACLD treatment. The damping will be modeled 
using the Golla-Hughes-McTavish (GHM) method.3 The use of GHM to model damping of ACLD treatments was first 
developed by Lam, et al.4 While the active model proposed in this paper has not be experimentally verified, a fully covered 
free-free beam was tested to verify the GHM modeling. 

2. FORMULATION OF THE EQUATIONS 

In this section, the equations of motion for a clamped-free beam with an active element as well as PCLD will be derived (see 
figure 1). 

The kinetic, E, and potential, T, energy equations for a beam with a PZT, assumed to be perfectly bonded, and a PCLD 
patch are 
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Figure (1). Beam with separate active and PCLD treatment. 
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where the subscript b denotes the beam, p the active layer, s the shear layer, and c the cover plate. The transverse 
displacement is denoted by w, the longitudinal displacement by w, and the shear angle of the VEM by *P. The equations for 
the virtual work done by the viscoelastic layer (subscript g), applied voltage of the piezoelectric element and externally 
applied forces are 
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(9) 

(10) 

(11) 

respectively. G is the complex modulus which will be modeled using GHM. Using Hamilton's Principle and equations (1)- 
(11), three equations of motion can be derived. 
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For more detail on the derivation, see Liao and Wang.2 A Ritz-Galerkin approach is used to discretize the equations into a 
set of ordinary differential equations. Three spatially dependent functions were chosen that satisfied the boundary 
conditions: clamped-free beam (transverse motion of beam), clamped-free bar (longitudinal motion of beam) and a free-free 
bar (longitudinal motion of constraining layer).5 

3. GOLLA-HUGHES-McTAVISH METHOD 

The Golla-Hughes-McTavish (GHM) modeling approach models hysteretic damping.3 This is achieved by adding 
additional "dissipation coordinates" to the system to achieve a linear non hysteretic model providing the same damping 
properties. The dissipation coordinates are used with the discretized equations of motion (equations (12) and (13)). Linear 
matrix-second-order form is maintained as well as symmetry and defmiteness of the augmented system matrices. The time 
domain stress relaxation is modeled by a modulus function in the Laplace domain. 

A system which has viscoelastic damping is often modeled as having a complex modulus. However, use of the complex 
modulus directly in the equation of motion leads to a dynamic model useful only at single-frequency steady-state excitations. 
The GHM approach provides an alternative method which includes viscoelastic damping effects without the restriction of 
steady-state motion by providing extra coordinates. This complex modulus can be written in Laplace domain as 

G'(s) = G0(l+Ks))=G0 l+£a„  / t2^■'., 
V    n=i     5 +2C,nans+QnJ 

(17) 

where G0 is the equilibrium value of the modulus, i.e. the final value of the relaxation function G(t), and s is the Laplace 
domain operator. The hatted terms are obtained from the curve fit to the complex modulus data for a particular VEM. The 
expansion of h(s) represents the material modulus as a series of mini-oscillator (second order equation) terms (McTavish 
and Hughes, 1987). The number of terms kept in the expansion will be determined by the high or low frequency 
dependence of the complex modulus. In many cases only two to four terms are necessary. 

The equation of motion in the Laplace domain is 

M(s2x(s)-sxQ -X0)+K(S)X(S) = ¥(S) (18) 

where M is the mass matrix, K the complex stiffness matrix, Fthe forcing function, and Jt0 and JC0 the initial conditions. 

The complex stiffness matrix can be written as the summation of the contributions of the n complex moduli to the stiffness 
matrix such that 

K(5) = (G1*(5)K1 +G'2(s)K2+-+G'n(s)Kn) (19) 

where G„* refers to the «* complex modulus and K„ to the contribution of the n* modulus to the stiffness matrix.  For 

simplicity, assume a complex modulus model with a single expansion term and zero initial conditions, so equation (19) can 
be written as 

Ms2x(s) + Gtl 
,    ~    s +2Cas 
1+a—        ^ 

I        s2 +2Cp>s + as2) 
Kx(s) = F(s) (20) 

In this formulation all of the eigenvalues have dissipation modes associated with them. After some manipulation, equation 
(20) can be written as 
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This is the final form of the Golla-Hughes-McTavish model as described by McTavish and Hughes.3 

In order to model the behavior of the VEM which partially covers a beam, the stiffness and mass matrices for the covered 
area are first assembled, in this case just the terms relating to the PCLD. The effects of the dissipation modes on the system 
are calculated as described above. The full mass and stiffness matrices for the whole beam are assembled, using the mass 
and stiffness matrices obtained from equation (21) to model the effects of the VEM on the whole structure. The order of the 
system increases as the number of terms in the expansion are kept, which increases the accuracy for modeling the damping 
effects. 

4. EXPERIMENTAL VERIFICATION OF GHM METHOD 

In order to verify the accuracy of the GHM model, an experiment was performed on a fully covered, free-free aluminum 
beam. The dimension of the beam were 15 in. long, 1.5 in. wide and 0.125 in. thick. It was suspended from the ceiling 
with fish wire which was attached 1 in. from either end. The beam was excited using an impact hammer, applied at the 
center of the beam. The accelerometer was placed on the other side of the beam also in the center. The placement of the 
impact and sensor was chosen to minimize excitation of the torsional modes. The constraining layer was a beam of the 
same dimensions as the base beam, thus creating a sandwich beam. The beam was tested with 5 mil and 10 mil thick 3M 
ISD 112 VEM.6 This was done to insure that the GHM model accounted for the increase in damping with the increase in 
thickness. 

Figure (2) shows the acceleration bode plots for the experimental (dashed) and the analytical (solid) transfer functions. The 
units of the magnitude curve are g/N. As can be seen, there is good correlation in both the magnitude and phase for the first 
and third mode for both thicknesses. The correlation starts to break down for the fifth mode. This is due to the fact that the 
accelerometer was attached to the beam using wax. The accurate data range for wax is about 0 - 2000 Hz.7 The GHM 
model included three summations in the expansion of the material properties. The constants were found to be G0 = 5xl04, 

6U[9.6 99.1 262], C=[73.4 1.1 328], and ro=[l 2 03]xl04. It was necessary to include three terms to assure that the 
damping was modeled over the full frequency range of interest. 

5. OPTIMAL PLACEMENT AND SIZING OF PZT AND PCLD 

The placing and size of the passive constrained layer and the piezoelectric patch were determined using two optimization 
routines. For the passive case, the energy of the states was minimized. The optimal placement and size for the active case 

Acceleration Transfer Functions. 5 mil VEM Acceleration Transfer Functions, 10 mil VEM 

to' 
Frequency (Hz) 

10* 
Frequency [Hz] 

Figure (2). Analytical and Experimental Transfer Functions using 5 and 10 mil ISD 112 
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was determined using LQR.8 The cost function for the passive case is 

00 

j*=l(xTQi*y cm p 
0 

where x is the state vector, and Q\ is a semi positive-definite (SPD) weighting matrix. Equation (22) is minimized as the 
length and placement of the PCLD treatment is varied such that 

'-«-?:*?,• <23> 

where x T is a vector of initial states and Pi is the unique positive definite solution to the Ricatti type equation 

PXA+ATPX=-QX. (24) 

The cost function for the active case is 

Jm=[{yT Qy+uJ Ruft (25) 
0 

where y_ is the output vector, and Q and R are SPD and positive definite weighting functions respectively. A higher value on 
Q means more vibration suppression, while a higher value on R signifies greater limit on the control effort. The minimum 
of this cost function, equation (25), is defined as 

J^.=x'Px (26) 
-o     -o 

where the length and placement of the PZT patch is varied. P is satisfies the Ricatti equation 

PA+AT P-PBR-lBT P = -Q. (27) 

The corresponding control law is given as 

u=-Kcx (28) 

where KC=R~XBTP. 

6. NUMERICAL EXAMPLE 

In this example, a cantilevered aluminum beam with different treatments was considered. The beam was 15 in. long, 1.5 
in. wide, 0.125 in. thick, (0.381 x 0.0381 x 0.003175 m), and had a density of 2710 kg/m3. Young's modulus for the beam 
was assumed to be 70xl09Pa. The PZT had a density of 7600 kg/m3 and was 0.02 in (0.5 mm) thick. This thickness is one 
of the standard thicknesses available. The elastic modulus was 6.3xl010 Pa and the electromechanical coupling coefficient, 
d3U was -109xl0"12. The VEM was assumed to be 5 mil thick ISD 112, and was modeled using the same GHM parameters 
as delineated in section 4 with three terms in the summation. The density was set at 1000 kg/m3 and the thickness was 5 
mil (0.127 mm). The constraining layer was assumed to be aluminum with the same thickness of the beam. The minimal 
length for any treatment was set at 1 cm. Since neither the PCLD nor PZT can be clamped, the constraint on its placement 
was 1 mm from the base. In the hybrid case, there was assumed to be at least a 1 mm space between treatments. The 
equations of motion (equations (12)-(14)) were discretized using a five term expansion. The excitation force was assumed to 
be a unit impulse function, applied at 0.91. The transverse displacement was measured at the tip. For either optimization 
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ipcw (m) start PCLD 
(m) 

ipzt (m) start PZT(m) *'min,p «Anin,a 

PCLD 0.35 0.011 1313 
active 0.277 0.001 3.543e5 

ACLD - passive 
ACLD - active 

0.36 
0.27 

0.001 
0.001 

0.36 
0.27 

0.001 
0.001 

2686 
8.157e4 

hybrid -passive 
hybrid - active 

0.357 
0.262 

0.001 
0.001 

0.01 
0.01 

0.001 
0.001 

1510 
2.413e4 

Table 1. Optimal lengths and placements for different treatments and the minimum cost functions 
(start refers to the starting point of the treatment from clamped end). 

scheme, only the transverse modes were weighted. To find the minimum passive cost function, J^p, equations (22) - (24) 
were used, where the weighting matrix, Qu was 0.11 for the transverse modes (I is the identity matrix), and zeros 
elsewhere. Equations (25) - (28) were used to find the minimum cost function, J„^a, for the active case. In this case, the 
weighting matrix, Q, was 10*1 for the transverse modes, and zeros for all others. 

The time responses for tip displacement in the transverse direction of a clamped aluminum beam with different treatments 
are shown in figures 3 and 4. The optimal lengths and placements of those treatments, as well as the minimal cost 
functions can be found in table 1. The time response of a clamped aluminum beam without any treatment is shown in 
figure 3(a). The optimal placement and size of a PCLD patch was investigated and its response is given in figure 3(b). The 
time response of the purely active case is shown in figure 3(c). The beam with ACLD performs better than a PZT patch. 
The time response for the passive case is shown in figure 3(d) where the solid line represents the length of the ACLD by 
minimizing the passive cost function, while the dashed line represents the minimum active cost function. In figure 3(e), the 
time response for an active ACLD is given. Note that there is little response to an impulse function. The main advantage 
of using ACLD over a PZT is that the active cost function is an order of magnitude lower and in case of failure, there still is 
passive damping available. For a purely passive response, just applying a PCLD is more effective in this example, however, 
the benefit of the active element is clearly shown in figure 3(e). 
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Figure 5. Required control effort for (a) PZT, (b) ACLD, (c) hybrid 
(solid line: passive optimization, dashed: active optimization) 

The time responses of the new hybrid combination of an active element separate from a passive element is shown in figure 
4. In figure 4(a), the passive responses are given for the passive (solid) and active (dashed) optimizations. For both the 
active and passive case, the length of the PZT was 1 cm, placed at the root and the PCLD started 1 mm from the PZT. In 
other words, the minimum constraints on the length of the PZT, its placement, and the placement of the PCLD were 
enforced. Note in figure 4(b) that there is hardly any response. In other words, the active element in conjunction with the 
passive element is able to damp the vibration almost immediately. When looking at the passive cost functions, the optimal 
case is for PCLD on the beam. There is only a slight rise in the cost function for the hybrid case, but the advantage is the 
added effect of the active element. The cost function for the active optimization for the hybrid is the lowest, since it takes 
advantage of the inherent damping available with the PCLD. 

The required control effort for the PZT, ACLD and hybrid treatment is given in figure 5. The required control effort for the 
PZT only is given in figure 5(a). When this is compared to the effort required for the ACLD, it is easily seen that it is more 
advantageous to use ACLD treatment. However, when comparing both results to the new hybrid treatment, it is seen in 
figure 5(c) that requires about an order of magnitude of control effort less than the ACLD. It is therefore more 
advantageous to use the new hybrid treatment than PCLD, PZT, or ACLD. The passive hybrid response is slightly slower 
than the PCLD response, but the advantage is the ability to use the active element as necessary. 
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7. CONCLUSIONS 

This paper proposes a new hybrid treatment to damp vibration. This treatment of applying PZT and PCLD separately 
incorporates both the passive damping capabilities of the VEM and the active damping capabilities of the PZT. The power 
consumption is reduced, since the active control is turned on as needed. 
The vibration of the beam with partial coverage is modeled using Hamilton's Principle and the constitutive equations of the 
beam, VEM and PZT. GHM modeling is applied to take into effect the dynamics of the VEM. It is shown through an 
experiment that GHM effectively models the damping of a system. The effects of PCLD, PZT, ACLD, and the new hybrid 
treatment are analyzed using both a passive and an active (LQR) optimal control formulation. It is shown that using the 
new hybrid treatment is advantageous, due to the combination of passive and active damping. The control effort required is 
much less than that for PZT or ACLD. 
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ABSTRACT 

This paper is concerned with the investigations of edge elements' effects on a new class of active constrained layer 
(ACL) treatment, the so-called enhanced active constrained layer (EACL) configurations. Specific interests are on 
understanding how the edge elements will influence the passive damping ability, the active action transmissibility, and 
their combined effects in EACL. Analysis results indicate that the edge elements can significantly improve the active 
action transmissibility of the current ACL treatment. Although the edge elements will slightly reduce the viscoelastic 
material (VEM) passive damping effect, the EACL will still have significant damping from the VEM. Combining the 
overall active and passive actions, the new EACL with sufficiently stiff edge elements can achieve better performance 
with less control effort as compared to systems with purely active or current ACL treatments. 

Keywords: edge elements, active constrained layer, active-passive hybrid control, piezoelectric, viscoelastic, 
vibration control 

1. BACKGROUND 

The active constrained layer (ACL) system generally consists of a piece of passive viscoelastic damping material (VEM) 
sandwiched between an active piezoelectric cover sheet and the host structure. Such a configuration has been studied by 
various researchers.1"19 It has been shown that the ACL treatments can enhance the system damping when compared to a 
traditional passive constrained layer (PCL) system. However, it is also recognized that the viscoelastic layer will reduce 
the direct control authorities from the active source to the host structure, due to the reduction of transmissibility.10'14"15 

The significance of this effect depends very much on the viscoelastic layer configuration and material properties.14"15 

Therefore, with some combinations of parameters, the ACL configuration could require more control effort while 
achieving less vibration reductions when compared to a purely active system (zero VEM thickness). Liao and Wang15 

have identified the VEM parameter regions that will provide satisfactory transmissibility of the active actions, and have 
overall results outperforming both purely passive and active systems. While this study is helpful in setting up guidelines 
for ACL designers, it is recognized that the VEM design space is much more limited for ACL than PCL. Also, since 
VEM properties vary significantly with temperature and age, an original effective design with sufficient transmissibility 
can become ineffective as operating condition changes. 

To reduce the negative effects of VEM on active action transmissibility and enhance the actuator authority, Liao and 
Wang20 recently created a new and enhanced ACL (EACL) configuration by adding edge elements to connect the 
boundaries of the piezoelectric coversheet and the host structure (Figure 1). Such elements create a path for the active 
piezoelectric action to be transferred to the structure more directly. They will thus increase the active action 
transmissibility of the ACL, and enhance the system performance and robustness. 
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2. PROBLEM STATEMENT AND OBJECTIVE 

While feasibility studies on EACL structures have illustrated promising results, a thorough analysis on how the edge 
elements will influence the passive damping and active action transmissibility is still needed. This effort will provide 
more understanding and physical insight to the problem, and further provide design guidelines for synthesizing the edge 
elements. The goal of this research is to perform such an analysis and identify the edge elements' effects on the system's 
passive damping ability, active authority, and the active-passive combined structural control ability. Comparisons 
between the EACL, the current ACL, and the purely active systems will also be discussed. 

3. SYSTEM MODEL 

For the purpose of discussion and without loss of generality, a cantilever beam with a partially covered active 
constrained layer and edge elements is used to illustrate the concept (Figure 2). The edge elements are modeled as 
equivalent springs (stiffness keq) mounted at the boundaries of the piezoelectric layer. The piezoelectric cover sheet 
is connected to an external voltage source which is used as the control input. 

A finite element model is developed for the system based on the following assumptions: 
(a) The rotational inertia is negligible. The shear deformations in the piezoelectric layer and the beam are 

negligible. 
(b) The transverse displacement w(x,t) is assumed to be the same for all layers. 
(c) Linear theories of elasticity, viscoelasticity, and piezoelectricity are used. 
(d) There is perfect continuity at the interfaces, and no slip occurs between the layers. 
(e) The applied voltage is uniform along the beam. 

3.1. Kinematics relationships 

The geometry and deformation of the sandwich beam is shown in Figure 3. Let the axial displacements of the neutral 
axis of the piezoelectric layer, the VEM, and the beam be uc , us , and ub , respectively. The subscripts c, s, and b 
refer to the piezoelectric constraining layer, the viscoelastic shear layer (VEM), and the beam, respectively. Here, w 
denotes the transverse displacement. From Figure 3, the shear strain ß of the VEM is 

ß=£-V (1) ox 

where \i is the rotational angle of the VEM layer. For perfect bonding conditions, we can further derive the 
following kinematics relations 

U* = U»-1TX-^ (2) 

th + tc 8w 
"c="*—V^k-'^ () 

3.2. Energy of beam with new ACL treatments 

For one-dimensional structures with uni-axial loading, the constitutive equation of the piezoelectric materials21 can 
be written as 

CD    -h UI1 "31 

~^31      ß33 
(4) 

where D is the electrical displacement (charge/area in the beam vertical direction), E is the electrical field 
(voltage/length along the vertical direction), s is the mechanical strain in the ^-direction, and x is the mechanical 

stress in the x-direction. C/J is the elastic stiffness, ßf3 is the dielectric constant, and ä3] is the piezoelectric 
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constant. Based on the above constitutive equation, and assuming D is constant along the piezoelectric layer 
thickness for thin materials, one can derive the potential energies of the piezoelectric layer, the VEM, the beam, and 
the edge spring elements, to be: 

Ep=-j(xe+ED)dV 

2 (5) 

E
P 

=\lo   [E*A*("^)2 + E'!s(fjr)2W*-*i)-H(x-x2)]dx (6) 

Eb
P--\\liEbAb{^f+Ebh^y-]dx (7) 

E
P =-keq[uc{xl,t) + a~{xXL,t)-ub{XlL,t)f +-keq[uc(X2,t) + a~(X2R,t)-ub(X2R,t)]2 (8) 

where a = tr+-b     c 

2 (9) 

Ic,h, and Ib are the moments of inertia about the neutral axis of the piezoelectric layer, the VEM, and the beam, 
respectively. His the Heaviside's function. The other parameters are defined in the nomenclature. 

The kinetic energies of the beam, the VEM layer, and the cover sheet (Tb,Ts,Tc respectively) are represented as: 

*-#,.*«.%,>«%?» (,0) 

r.=j£ lP,M(^f*(^)2'Bmx-x,)-HU-x2)]flx (11) 

1 fi du. -,      dw -i 
Tc=-\0   PcMi-^-)   +(■-%)2][H(x-X])-H(X-X2)]dX (12) 

All parameters used in the above equations are defined in the nomenclature. 

3.3.        Virtual work 

Using the theory of linear viscoelasticity22, the constitutive relation for one-dimensional stress-strain system can be 
written as the following Stieltjes integral 

T(x,0 = GoßsJJo G{t-x)^-{x,x)dx (13) 

where G(t) is the relaxation function of VEM - the stress response to a unit-step strain input. This stress relaxation 
represents energy loss from the material, hence damping. 

The virtual work done by the viscoelastic layer is therefore 

8W*=-\o   MG'VmHix-xJ-mx-XtWx (14) 

The virtual work done by the applied voltage is 

8WC = rL bV(t)8D[H(x-Xx)-H{x-x2)]dx (15) 
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The virtual work done by the external disturbance force is 

8Wd=^ f(x,t)5w(x,t)dx (16) 

3.4.       Finite element model 

The finite element method23 is used to express energy and work equations (5)-(16) into forms in terms of the global 
nodal displacements through matrix assembly of elements. The local shape functions are chosen to be cubic 
polynomial in x (for transverse displacement w) and linear polynomial in x (for axial displacement ub and shear ß). 
During the discretization process, the Golla-Hughes-McTavish24"25 (GHM) method is employed to analyze the 
Stieltjes integral in time domain.14"16 

Using Hamilton's Principle, one can construct 

J '' [8Th + 87; +8TC -8Eb
P -8EP -5EC

P -&?£ +8WS +8WC + 8Wd]dt = 0 (17) 

With the kinematics relations (l)-(3), and assuming the Young's modulus of the VEM is negligible compared to 
those of the beam and the piezoelectric material, one can derive the discretized time-domain model: 

Mq + Cq + Kq=lc+ld (18) 

where, q, q, and q are the generalized displacement, velocity, and acceleration vectors. M, C, and K are the mass, 

damping, and stiffness matrices. In addition, / and / are vectors representing the control and disturbance 

forces, respectively. In the above formulation, the internal structural damping is also included via Rayleigh damping, 
which is of the form Cb = aMb +bKb. Here, Mb and Kb are submatrices of M and K, respectively, from which the 
parts corresponding to the GHM dissipation coordinates are excluded. 

The discretized equation can be placed in standard state-space form: 

x = Ax + Bu + Bud (19) 

y = c0x (20) 

where A is the system matrix, B is the control matrix, B is the disturbance matrix, C„ is the output matrix, and ud is 

the disturbance input vector. The state vector x and control input u are defined by 

x = [gT  iT] (21) 

u = V(t) (22) 

4. CONTROL LAW DEVELOPMENT 

For the purpose of fair comparison among different cases, the optimal control theory26 is used to determine the active 
control gains. To examine the system response under broadband excitation, a stochastic regulator problem is 
formulated. The cost function is given as 

J = lim E[ yTQy + uTRu] (23) 
/->00 — — 
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Here, E[J is the expectation operator, Q and R are the semi-positive-definite and positive-definite weighting matrices 
on the outputs and control inputs, respectively. Assume full-state feedback, the control law is given by 

u = -Kcx (24) 

with control gain Kc = R~XBT P. Here, P satisfies the Ricatti equation 

ATP + PA - PBR~'B
T
P+ CO

T
QC0 = 0 (25) 

The closed-loop system thus becomes 

x = (A- BKc)x + Bud = Aclx + Bud (26) 

For broadband excitation considerations, one can assume the external disturbance to be a zero-mean white noise process. 

E[ud{t)]=0 (27) 

Efäd(t)u/(T)J=Ud(t)8(t-x) (28) 

The system response will consist of a state vector with zero mean and a variance given by the solution (P,) to the 
Lyapunov equation 

Ac,Pl+P,Ajl+BUdB
T = 0 (29) 

where 

Pi=E[x(t)xT(t+x)] (30) 

The output co-variance matrix can be written as: 

W = E[yyT] = E{[C0x][C0xf} = E{C0xxTC0
T} = C0E[x xT]C0

T = C0P,C0
T (31) 

5. ANALYSIS AND DISCUSSIONS 

To evaluate the system performance, numerical analyses are carried out on the beam structure. In this research, 
covariance response to white noise is observed. A random disturbance with variance (2.5 xlCT5) is applied to the 
beam at the free end and the output y is chosen to reflect the beam tip displacement. The state-space equations form 

a single-input-single-output (SISO) system. That is, the weighting matrices Q and R are scalars. The piezoelectric 
cover sheet is assumed to be made of PZT ceramics. The system parameter values used are given in Table 1 unless 
stated otherwise. 

5.1.        Active action transmissibility 

To examine the active action transmissibility of various configurations, the structure is statically deformed by the 
actuator with DC voltage input. The beam deflection at the free end is further transferred to an equivalent point load 
(transmitted force) by multiplying it by the equivalent beam stiffness at the tip. Given the same input voltage, higher 
transmitted force indicates larger transmissibility of the active action. The transmitted force per input voltage is then 
normalized with respect to that of the purely active system, which is defined as Ia . Here, Ia is an index to quantify the 
active action transmissibility. 

The Ia values versus keq are shown in Figure 4. It should be noted that the current ACL is the case with keq = 0. 

The purely active case (corresponding to a straight dashed line since no keq is involved) is also plotted for the 

purpose of comparison. It is illustrated that the Ia of the current ACL (keq - 0) is much lower than that of the purely 

active structure (without the VEM and edge elements).   This again shows that the active action is degraded due to 
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transmissibility reduction caused by the VEM. With the edge elements (keq > 0), Ia increases with increasing keq. 

Note that through increasing keq, the EACL's active action transmissibility can become even higher than that of the 

purely active configuration. 

5.2. Performance (Jx) and control effort (J2) indexes 

To obtain further insight, we define the standard deviations of the output vibration amplitude and required voltage as 
/[ and J2, respectively. Here, Jx is an index representing the vibration suppression performance (the less Jx, the 

better the performance) and J2 is an index representing the required control effort. 

5.3. Passive damping ability 

For the purely passive case (V(t) = 0), define Jx = JXP. We then define JXP0 to be the JXP value for a case 
without VEM damping (by removing the GHM dissipation coordinates, but still keeping the VEM stiffness modulus) 
and JXPd to be the J1P value with VEM damping.  That is, JXP0 and JXPd   are obtained with the same system 

stiffness for given keq.   The JXP values versus keq are shown in Figure 5.   Observing JXP0, we see that the 

vibration amplitude reduces with increasing keq due to the increase of stiffness. It is shown that JXPd first increases 

with keq . This indicates that the edge elements are reducing the VEM damping ability. However, as keq gets even 

lager, JXPd reduces again. This is due to the combined effects of system stiffness increment and VEM damping 
variation. 

We define an index to quantify the VEM passive damping ability: 

7p = JlP°"Vxl00 (32) 
•A™ 

Here, (JXP0 - JXpd) can be viewed as vibration amplitude reduction due to contributions from the VEM damping. 

The Ip values versus keq for the ACL systems are shown in Figure 6. Observing the changes of Ip in the figure, we 

see that the VEM passive damping effect on the EACL is reduced compared to that of the current ACL (k   = 0). 

However, comparing with a purely active case (of which Ip is zero), we see that the new EACL system still 
maintains a significant amount of VEM damping ability. 

5.4. Active-passive hybrid actions 

From the above discussions, we see that the new EACL can greatly enhance the active action transmissibility while 
retaining a significant level of passive damping ability, when compared to the current ACL. The major interest now 
is to study the overall system performance combining the active and passive actions. Under control action (Q = 1010, 
R = 1), the structure response Jx and corresponding required control voltage J2 are shown in Figures 7 and 8. It is 

shown that the current ACL configuration (keq = 0) requires more control effort while achieving less vibration reduction 

when compared to a purely active system. With the edge elements, both vibration amplitude and required voltage are 
reduced as keq increases. Furthermore, the new EACL with sufficiently large keq not only can outperform the current 

ACL significantly (more vibration reduction with less control effort), but also shows improvement over the purely 
active system. To further investigate this, we define an index Iap : 

Iap=imzA (33) 
J2 
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Here, (J1P0 -•/]) can be viewed as the vibration amplitude reduction due to contributions from the combined 
active-passive hybrid actions. Iap thus represents the vibration suppression ability per control effort, which indicates 
the effectiveness or efficiency of the active-passive hybrid system. 

The Iap values versus keq are plotted in Figure 9. The region in which the Iap value of the new EACL is larger than 

that of the purely active system will give us a design that can outperform both the purely active and passive 
approaches. On the other hand, the keq region in which the Iap value is lower than the dashed line (purely active 

results) is not desirable. 

6. CONCLUSIONS 

From this research, it is recognized that the edge elements can significantly improve the active action transmissibility of 
the current ACL treatment, and the EACL can even achieve more active action authority than a purely active 
configuration. On the other hand, the edge elements will slightly reduce the VEM passive damping effect. However, 
the EACL system will still have significant passive damping from the VEM. Combining the overall active and 
passive actions, the new EACL with sufficiently stiff edge elements not only can outperform the current ACL (more 
vibration reduction with less control effort), but also shows improvement over the purely active system. Based on 
this study, design guidelines can be set up to effectively integrate the edge elements with ACL structures, such that an 
overall optimal active-passive hybrid system can be achieved. 
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9. NOMENCLATURE 

A = Open-loop system matrix 
Aci = Closed-loop system matrix 
Ab,Ac,As = Cross sectional area of beam, piezoelectric layer, and VEM, respectively 
B - Control matrix 
B - Disturbance matrix 
b - Width for beam, piezoelectric layer, and VEM 
C = Damping matrix 
C0 = Output matrix 

C/J = Young's modulus of piezoelectric materials with open circuit 
D = Electrical displacement 
d3l = Piezoelectric constant 
E = Electric field 
Eb,Es,Ec = Young's modulus of beam, VEM, and piezoelectric materials (short circuit) 
G = Relaxation function of VEM 
h31 - Piezoelectric constant 

Ia = Index of active action transmissibility 
Iap - Effectiveness index of active-passive hybrid actions 
Ib,Ic,Is = Moment of inertia of beam, piezoelectric layer, and VEM, respectively 
Ia = Index for passive damping ability 
J = Cost function 
J] = Index of vibration control performance 
J2 = Index of required control effort 
K = Stiffness matrix 
keq - Equivalent stiffness of edge element 

L - Beam length 
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M - Mass matrix 
Q = Weighting matrix on output 
q = Generalized displacement vector 

R - Weighting matrix on control input 
t = Time 
th,tc,ts = Thickness of beam, piezoelectric layer, and VEM, respectively 
u = Control input 
uj = Disturbance input vector 
ub,uc,us = Axial displacement of beam, piezoelectric layer, and VEM, respectively 
V = Applied voltage 
w = Beam transverse displacement 
x = Position coordinate along beam length 
x = State vector 

x, = Left end of ACL 

xiL = Left end of edge element 

x2 = Right end of ACL 

x2R - Right end of edge element 

y - Output vector 

a = Weighting on GHM dissipation coordinate 
ß = Shear strain of VEM 

ß33 = Dielectric constant of piezoelectric materials 
s = Mechanical strain of piezoelectric materials 
K = Final value of G(t) 

C, = Damping factor in GHM dissipation coordinate 

pd,pc,ps = Mass density of beam, piezoelectric layer, and VEM, respectively 
T = Mechanical stress 
V = Rotational angle in VEM 
co = Natural frequency in GHM dissipation coordinate 

Table 1. System Parameters 

ä 0.64 b 12 mm 
b 1.2 xlO"6 CD 7.40xlO10 N/m2 

d3l -175 xlO"12 m/v Eb 7.1 xlO10 N/m2 

Ec 6.49 xlO10 N/m1 L 258 mm 
h 2 mm u 0.5 mm 
*s 0.25 mm X, 28 mm 
X\L 20 mm x2 128 mm 
X2R 136 mm a 1.0 
K 106 Pa Pb 2700 kg/m3 

Pc 7600 kg/m3 
9s 1250 kg/m3 

CO 10000 rad/sec c 4.0 
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Figure 4. Ia versus k    , solid line: EACL, dashed line: purely active 

Figure 5. Jlp versus keq , solid line: Jlp0 , dotted line: J]pd , dashed line: purely active 
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Figure 7. Jx versus keq , solid line: EACL, dashed line: purely active 
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Figure 8. J2 versus keq , solid line: EACL, dashed line: purely active 
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Some insights on active-passive hybrid piezoelectric networks 
for structural controls 

M. S. Tsai and K. W. Wang 
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ABSTRACT 

This paper presents new insights obtained from analyzing the active-passive hybrid piezoelectric network (APPN) 
concept. It is shown that the shunt circuit not only can provide passive damping, it can also enhance the active action 
authority if tuned correctly. Therefore, the integrated APPN design is more effective than a system with separated 
active and passive elements. However, it is also recognized that a systematic design/control method is needed to 
ensure that the passive and active actions are optimally synthesized. Such a method is presented. The bandwidth 
issue for the APPN configuration is also addressed. 

Keywords: Active-passive hybrid control, piezoelectric materials, piezoelectric shunt, vibration control 

1. INTRODUCTION 

Because of their active and passive damping features, piezoelectric materials have been explored for their active-passive 
hybrid control abilities, which could have the advantages of both the passive (stable, fail-safe, low power requirement) 
and active (high performance, feedback or feedforward actions) systems. An active-passive hybrid piezoelectric 
network (APPN) concept has been proposed1"4 for this purpose. This actuator configuration integrates piezoelectric 
materials with an active voltage source and a passive R (resistance) L (inductance) shunting circuit (Figure 1). On 
one hand, structural vibration energy can be transferred to and dissipated in the tuned shunting circuit passively. On 
the other hand, the control voltage will drive the piezo-layer, through the circuit, and actively suppress vibration of the 
host structure. Feasibility studies have demonstrated1"4 that such an APPN-based adaptive structure could suppress 
vibration and noise radiation effectively, and could achieve better performance with less control effort as compared 
to a purely active (without shunt circuit) system. 

2. PROBLEM STATEMENT AND OBJECTIVE 

While previous investigations on APPN have illustrated promising results, there are still some fundamental and 
important issues need to be addressed. These items are summarized in the following paragraphs. 

(a) While the APPN configuration includes both the active and passive elements, the interactions between these 
elements are not clear. Do the passive elements always complement the active actions ? 

(b) If the active and passive elements do not always complement each other, should we separate them? In other words, 
if we separate the active and passive elements, will the active-passive hybrid actions be affected ? If they are, will they 
be enhanced or reduced ? 

(c) It has been shown that the APPN can outperform a purely active system. However, since the APPN is conceptually 
an active-passive hybrid tuned damper, it should have a bandwidth limitation. Will its advantage over a purely active 
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arrangement becomes insignificant as the demand on bandwidth increases ? Can this bandwidth factor be included in 
the design process ? 

The objective of this investigation is to address the fundamental issues presented above. In other words, we want to 
provide more insight and basic understandings to the APPN configuration, and eventually achieve a truly beneficial 
active-passive hybrid structure for the purpose of vibration suppressions. 

3. SYSTEM MODEL 

For the purpose of discussion, a cantilever beam with a single pair of partially covered piezoelectric (PZT) layers is 
used to illustrate the active-passive hybrid system. The schematic of configuration (referred to as Configuration A in 
this paper) is shown in Figure 1. The actuator is connected to a external voltage source in series with an RL circuit. 
The sensor layer is mounted on the other side of the beam at the same axial location. 

The system equation is derived based on the following assumptions: 

(a) The poling direction of the PZTs is in the positive w-direction 
(b) The rotational inertia is negligible 
(c) Only uni-axial loading of the PZTs in the «-direction is considered 
(d) The piezoelectric material layers are thin and short compared to the beam 
(e) The applied voltage is uniform 

Using Hamilton's Principle, one can construct 

h 
$[8Tb-8Ub-8Us+5WJdt = 0 (1) 

where Tt, is the beam kinetic energy, £4 is the beam strain energy, Us is the mechanical and electrical energy of the 
piezoelectric material, and 8WV is the virtual work term. 

For one-dimensional structures with uni-axial loading, the constitutive equation of the piezoelectric materials can be 
written as 

" T i=rEs ~M[£ 
E

v      l-h3!     ßi5 \[D 
(2) 

where D is the electrical displacement (charge/area in the transverse direction), Ev is the electric field (volts/length along 
the transverse direction), s is the mechanical strain in the x-direction, and T is the material stress in the x-direction. Es is 
the elastic stiffness, ß33 is the dielectric constant, and h3I is the piezoelectric constant of the PZT. Based on the above 
constitutive equation, and assuming D is constant along the PZT thickness for thin materials, one can derive 

USM (xz + EvaDa)dV + U (xz+EvsDs)dV = L\[2Es Is(^f + 2h3!Js(p^)Da 
Z y *• v 0 " X 

+ A$33D-a +2h3!Js(—T)Ds + AsP33D
2

sJ(H(x-Xj)-H(x-x2))dx (3) 
ox 

The other functions are presented as follows 

l) dw , 
Tb=^)PbAb(—)2dx (4) 
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.4 ~>2 

Ub=-\EbIb(—?dx (5) 

Wv=VJt)\ bßDa (H(x -Xj)-H(x- x2 ))dx + Vs (t) J bßDs (H(x -x,)-H(x- x2 ))dx 
0 0 

+ j (F(x, t) - cb ^^llßwfx, t) dx 
0 

(6) 

Note that the voltage is related to the external circuit: 

d2Qa    RdQa 

dt2 dt 
Va=-L^-R^-Vc (7) 

Va=Eva(K-h).    Vs=EJhs-hb) (8) 

Qa=bs(x2-x1)Da, Qs=bs(x2-x,)Ds (9) 

Here, w(x,t) is the transverse displacement of the beam, Eb is the beam elastic modulus, Es is the piezoelectric elastic 
modulus with an open circuit, Lb is the beam length, pb is the beam density, bs is the width of the beam and PZT, hb is 
the distances from the beam neutral axis to the outside surface of the beam, hs is the distance from beam neutral axis to 
the outside surface of the PZT, Ab, As are the cross sectional area of the beam and PZT, respectively. cb is the uniform 
damping constant, and Ib and Is are the beam and PZT layer moments of inertia, respectively. Also, Js = bs(hs

2-hb)/2 , 
(x2-x,) is the length of the PZT, R is the resistance, L is the inductance, Vc is the external voltage for control, Vs is the 
sensor voltage, Da, D„ are the electric displacement of the actuator and sensor, respectively. Qa, Qs are the electric 
charge of the actuator and sensor, Em, Evs are the electric field of actuator and sensor, respectively. F(x,t) is the 
external load distribution, and H is the Heavyside's function. The other parameters are defined in the nomenclature. 

Substituting the above equations into Eq. (1) and further assuming that the field within and electrical displacement on the 
surface are uniform for the piezoelectric material, one can derive the system model. The structure equation is 

„ 82w        dw    „ T d4w    ,„„ r d4w    ,        d2D 
PbA^r + cb — + EbIb—7 + (2EsI,—T + h3!Js—f-)(H(x-x])-H(x-x2)) 

at at dx dx dx 

+ (4EsIs^- + 2h3]Js^)(8(x-x1)-8(x-x2)) + (2EsIs^ + h31JsDJ 
ox ox QX 

(8'(x-Xj)-8'(x-x2)) = F(x,t) (10) 

where 5 is the Dirac Delta function and 0 < x < Lb. The boundary conditions are 

Mo,t)J-^M.J^(^)J3MLb,t)=0 
dx dx2 dx3 V   ' 

The actuator circuit equation is 

rv , rd2Qa i RdQ" i h3(K-h)n  , h3,Js S2w 
(K+L~d7~+R^r+bs(x2~x1)

Qa+-b—j7)((H(x''x,hH(x-X2))=0      (12) 
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Assume an open circuit (Ds = 0), the sensor equation is 

(Vs + h^^)((H(x -Xl)-H(x-x2)) = 0 (13) 
bs    dx 

Galerkin's method5 can be used to discretize Eqs. (10-13) into a set of ordinary differential equations. For the structure, 
one can obtain 

Mbq + CbcL + Kbq + h3'(hs ~hb) ri(x2)-$'(Xl)]Qa =f (14) 
i(x2 -Xjj — 

and for the actuator and sensor circuits 

<J      1.2 ir LQa+RQa+Mh^^Qa+hM(K^tl 
bs(x2-Xj) 2(x2-Xj) 

h3!ß
2

s-hb
2) 

±(x2)-±(x,)]q = -Va (15) 

2(x2-Xj) 
i(x2)-±(xi)] q = -Vs (16) 

where q, q, and q are vectors of generalized displacement, velocity, and acceleration. () and (') are derivatives with 

respective to time and x, respectively.   / is the external disturbance vector. The vector <() contains the comparison 

functions, which are chosen to be the eigenfunctions of a uniform fixed-free beam. The matrices Mb and Cb are 
diagonal with constant elements p^ and cb, respectively. 

The discretized adaptive structure model, Eqs. (14) and (15), can be expressed in a standard state-space form: 

y = A(R,L)y + B,l+B2(R,L)u (17) 

y = [qT   Qa   i
T   Qa   f, n = vc 

where y is the state vector, u is the control input, / is the external disturbance vector. The system matrix, A, and 

control matrix, B2 are functions of the passive resistance and inductance. 

The system described above has (N+l) modes, where N is the number of terms in the Galerkin expansion. The (N+l)'h 

mode is due to the passive circuit. Because the comparison functions in the expansion are chosen to be the 
eigenfunctions of a fixed-free beam, the i'h generalized coordinate will closely resemble the /'* structural modal 
coordinate (i=l,2,3,....,N). 

4. ANALYSIS OF THE OPEN LOOP SYSTEM 

In this section, the system model will be used to investigate the effects of the passive circuit parameters (resistance 
and inductance) have on the active control authorities in the APPN. Also, the APPN will be compared to the 
configuration with separated active and passive elements. The system parameters used are shown in Table 1 unless 
stated otherwise. 

4.1 Effects of Passive Circuit Elements on Active Authority 

For a linear system described in the previous section, the overall structural response will be a sum of the response 
contributed from the excitation forceJand the response contributed from the control voltage u. We define Y, to be 
the magnitude of the transfer function w, If and Y2 to be the magnitude of the transfer function w2/u. Here, w; and 
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w2 are the beam responses close to the tip (x=0.92Lb) caused by a point force at x=0.95Lb and the control voltage, 
respectively. With u=0, Y, represents the structural vibration amplitude without active control. That is, Y, is an 
index of the system's passive damping ability (the smaller the better). On the other hand, Y2 represents the structural 
vibration amplitude created by the active actuator. Larger Y2 indicates that the actuator has more authority to excite 
the host structure for the given voltage input. Thus, Y2 is used as an index for the system's active control authority 
(the larger the better). 

To illustrate the basic concepts and observations, we are focusing on the first modal response in the analysis 
presented in this section, thus only an one-term Galerkin expansion is used. We first compare the APPN with the 
purely active system. The R and L values are chosen to be the optimal values for the passive system6. Figures 2 and 
3 show the passive damping index Y, and the active authority index Y2 for both systems. The 7/ plot reconfirms 
that the passive shunt circuit behaves like a tuned resonant damper. In other words, the RL circuit will enhance the 
passive damping ability around the first resonant frequency. On the other hand, Figure 3 (Y2 plot) illustrates that the 
shunt circuit is enhancing the active authority as well. Therefore, it is obvious that the active-passive hybrid system 
could outperform the purely active system as reported in the past.2"4 

Since the R and L values are chosen to optimize the passive system, it is not clear that they will be the best for 
maximizing the active action. For example, while the resistor is designed to dissipate the structure vibration energy, 
it could be dissipating the control power from the active element as well. This can be observed in Figure 4, where Y2 

is shown to be decreasing with increasing R. In other words, the resistor is reducing the active action authority of the 
actuator. 

4.2 Integrated Versus Separated Active and Passive Elements 

One simple-minded approach to resolve the problem discussed above is to separate the passive shunt circuit from the 
active source (Figure 5). While this is still an active-passive hybrid configuration (referred to as configuration B ), 
the active and passive elements do not interact directly anymore. That is, we are simply applying active control on 
an optimized (tuned circuit) passive system. The structure equation of motion for configuration B is 

d2w        3w     r r   d*w    ,.,„ r  d
4w    ,    „ d2Da     ,        d2D, 

9bAb—T + ch-— + EhIb — + (2ESIS — + h31Js —f- + h3IJs —±)(H(x -x,)-H(x- x2 )) 
at at dx Ox ox dx 

+ (4EsIs^- + 2h3lJs^ + 2h3!Js^)(8(x-x1)-8(x-x2)) + (2EsI,^- + h31JsDa+h3!JsDs) 
dx dx dx dx2 s 

(b'(x-x,)-§'(x-x2)) = F(x,t) (18) 

The shunt circuit and actuator equations are 

nd2Qs        dQs     hi(K-K) n   ,   h31Js d2w 
(L—T- + R—— + — -Qs + ———r-)(H(x-x,)-H(x-x2)) = 0 (19) 

dr dt      bs(x2-xj) bs    dx2 

bs(x2-xj) bs    dx2 
(Va + >^LUZa + ^J^L)(H(X.XI)_H(X_X2)) = 0 (20) 

The sensor equation is 

nr   ,   hi(K ~hb) „    ,   h31Js d   w ( s    TTr TTQs +    ,      -   2)(H(x-x,)-H(x-x2)) = 0 (21) 
°s(x2-xi) bs    dx 

Here, the sensor voltage Vs is the voltage across the shunt circuit. 
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Since the A and B configurations are the same without the active source, the passive damping index Yt plot is the 
same for the two (Figure 6). This implies that the two configurations have the same passive damping ability. 
However, the active authority index Y2 plot shows that configuration A can drive the host structure much more 
effectively than configuration B (Figure 7). This is because the circuit parameters are tuned to enhance the voltage 
output from the circuit (equal to the voltage input into the piezoelectric layer) around the resonant frequency. This 
fact illustrates the merit of the integrated configuration over the separated design. Therefore, a sensible thing to do is 
to use configuration A with better selected R and L values (instead of the R and L values optimized for the passive 
system). In order to achieve such a purpose, a systematic control/design method is presented in the next section. 

5. ACTIVE-PASSIVE CONTROL LAW 

A scheme is synthesized to concurrently design the passive elements and the active control law in a systematic and 
integrated manner. The strategy is to combine the optimal control theory with an optimization process and to determine 
the active control gains together with the values of the passive system parameters (the shunt circuit resistance and 
inductance). The method proposed in 4 is used as a starting point, but is modified in order to consider the bandwidth 
of external excitations. The procedure contains three major steps as outlined in the following paragraphs. 

5.1 Determine Active Gains 

The disturbance J is modeled as the result of passing a Gaussian, white noise process through a second order low 
pass Butterworth filter. The bandwidth of the filter is defined to be the radian cutoff frequency at which the filter 
output has a 3-dB attenuation of its value at zero frequency. The equations that describe such a process are: 

i = Ads + Bdd 

f = Cds_ 
(22) 

The inputs in d are Gaussian and white. Here, the mean and spectral density of d_is given by  E[d_(t)]=0 and 

E[d(t)dJ (x)]=D(t)?>(t-x). Here, EfJ is the expectation operator. 

By defining an augmented state vector as x=[y_ s]T, the overall system state equations become: 

x = 
A B,Cd x + B2 H + 

0 

0 Ad 0 *d 
d = Aax + B2a(R,L)u + Blad (23) 

With a given set of passive parameters (R and L), the optimal control theory7 is used to determine the value of the active 
gains. 

The cost function is 
Je = lim E[x Qex + uTSuJ 

Qe is a positive-semi-definite weighting matrix chosen to be 

(24) 

Qe = 

Kh 

0 0 
0 

Mb 

0 0 

(25) 
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Here, xTQe x represents the overall structure energy. S is the positive-definite weighting matrices on the control inputs. 
Since the purpose of this paper is mainly on investigating the actuator characteristics, the sensor equation is not used 
here and full state feedback is assumed. 

With this stochastic regulator control problem, the optimal control gain is given by 

Ke=S-'B2a
TP, (26) 

where Pr satisfies the Ricatti equation 

A/Pr+PrAa -PrB2aS-'B2a
TPr+Qe = 0 (27) 

The closed-loop system thus becomes 

— x = (Aa-B2aKc)x + Blad = Aclx_ + v (28) 

v is Gaussian and white. Here, the mean and spectral density of v is given by E[v(t)]-0 and 

Efv(t)vT(x)J=V(tM-x). 

5.2 Determine Objective Functions 

For broadband excitation, the objective function is selected to be the minimized cost function of the stochastic 
regulator problem7 

J  =MinJe =tr(PrV) (29) 

The system response will consist of a state vector with zero mean and a variance given by the solution (P,) to the 
Lyapunov equation: 

AclP,+PlA
T

cl+V = 0 (30) 
where 

Pl=E[x(t)xl_(t + x)] (31) 

Therefore, for any output vector (not necessary from sensor outputs), z - Cx, the output co-variance matrix can be 
written as: 

W = E[zzT ] = E{[Cx] [Cx]T } = E{CxxTCT } = CE[xxT ]CT =CP,CT (32) 

5.3 Iteration on Active Gains and Passive Parameters to Minimize / 

Note that for each set of the passive control parameters J? and L, there exists an optimal control with the corresponding 
minimized cost function and control gains. That is, J is a function of R and L. Utilizing a nonlinear programming 
algorithm8, one can determine the resistance and inductance which further minimize /. In other words, by varying the 
values of the active gains and passive parameters simultaneously, the "optimized" optimal control can be obtained. 



6. ANALYSIS OF THE CLOSED-LOOP SYSTEM 

With the concurrent design/control method, one can directly optimize the circuit parameters for the hybrid system. 
This also gives us the opportunity to examine the system performance for multi-mode and broadband excitation 
rejections. The system parameters used in the following analysis are shown in Table 1 unless stated otherwise. 

6.1 The Effects of Excitation Bandwidth 

In order to examine the APPN system under broadband excitations, a five-mode expansion is used which covers 
modal frequencies up to 1.67K Hz. The APPN system is designed based on the algorithm presented in the last 
section. To evaluate the effects of frequency bandwidth on the performance of APPN, the bandwidth of the 
Butterworth filter for filtering disturbances is used as a variable. A different set of APPN parameters is designed for 
each given filter bandwidth. Figure 8 shows the value of J versus filter bandwidth for the purely active and active- 
passive cases. It is clear that the hybrid system works very well around the first resonant frequency. However, as the 
bandwidth gets larger, the APPN starts to approach the purely active case. This is because the best way to utilize the 
shunt is to use it to enhance the active action around a certain resonant frequency of the structure, and thus the results 
will become less effective when the number of contributing modes greatly exceeds the number of actuators. 
Nevertheless, the APPN will always outperforms the purely active system, as illustrated in Figure 8. 

6.2 Multiple APPNs for Broadband Applications 

It is shown in the section 6.1 that the single patch APPN works very well for narrow band applications but becomes 
less effective when the excitation bandwidth increases. To enhance the system's broadband performance, two 
methods have been investigated. One is to integrate the APPN with an Enhanced Active Constrained Layer (EACL) 
treatment9, which will be presented in a separate paper. The other method is to increase the number of actuators. 

To evaluate the multi-actuators effect, the beam structure with three APPNs is used as an example. The three PZT 
pairs are located on the beam with their left edges at x = 2.38mm, 85mm, and 180mm, respectively. The length of 
the PZTs is 63.5mm. The equations of motion are modified to reflect this condition. A five-term expansion is used 
in the Galerkin's discretization process. Figure 9 shows the value of the objective function J versus filter bandwidth 
for the purely active and the APPN cases. Comparing with Figure 8, it is clear that with multiple actuators, the 
vibration reduction effect is much more significant under multi-mode excitations. Define A/ to be the difference 
between the objective function value (Jpa) of the purely active case and that of the APPN case, AJ/Jpa is plotted in 
Figure 10. We see that for broadband applications, the multi-actuator system can outperform the purely active 
configuration with a much larger margin (percentage reduction) than the single-actuator system. 

7. SUMMARY 

This paper presents analysis results that provide more insights and understandings to the APPN system. It is shown 
that comparing to a purely active arrangement, the shunt circuit not only can provide passive damping, it can also 
enhance the active action authority around the tuned frequency. Therefore, the integrated APPN design is more 
effective than a system with separated active and passive elements. However, it is also clear that the active authority 
will be degraded if the inductance is mistuned or if the resistance is too high. Therefore, a systematic design/control 
method is developed to ensure that the passive and active actions are optimally synthesized. With this methodology, 
this paper also addresses the bandwidth issue for the APPN configuration. It is concluded that with a single actuator, 
the difference between the APPN and purely active cases becomes smaller when the excitation frequency bandwidth 
becomes larger. One possible method to enhance the system's broadband performance is to increase the number of 
actuators. 

8. ACKNOWLEDGMENT 

This research is supported by the Office of Naval Research Office. 

89 



9. REFERENCES 

1. Agnes, G., "Active/Passive Piezoelectric Vibration Suppression," SPIE Smart Structures and Materials, 
vol. 2193, pp. 24-34, 1994. 

2. Kahn, S. and K.W. Wang. "On the Simultaneous Design of Active-Passive Hybrid Piezoelectric Actions," 
ASMEIMCE paper #95-WA/AD5, 1995. 

3. Wang, K.W. and S. Kahn. "Active-Passive Hybrid Structural Vibration Controls via Piezoelectric Networks," 
Structronic Systems, Smart Structures, Devices and Systems, invited book chapter, edited by H.S. Tzou et al., 
World Scientific Publishing Company, to appear in 1997. 

4. Tsai, M.S. and K. W. Wang " Control of a Ring Structure with multiple active-passive hybrid piezoelectrical 
networks," IOP Journal of Smart Materials and Structures, vol. 5, pp. 695-703, 1996. 

5. Inman, D.J., Vibrations with Control, Measurement, and Stability, Prentice Hall, 1989. 
6. Hagood, N.W. and A. von Flotow, "Damping of Structural Vibrations with Piezoelectric Materials 

and Passive Electrical Networks," Journal of Sound and Vibration, vol. 146(2), pp. 243-268, 1991. 
7. Kwakernaak, H. and R. Sivan, Linear Optimal Control Systems, John Wiley and Sons, Inc, 1972. 
8. Arora, J.S., Introduction to Optimum Design, McGraw Hill Inc, 1989. 
9. Liao, W.H. and K.W.Wang, "A New Active Constrained Layer Configuration with Enhanced Boundary 

Actions," IOP Journal of Smart Materials and Structures , vol. 5, pp. 638-648, 1996. 

NOMENCLATURE 

A Open-loop system matrix 
Ac, Closed-loop system matrix 
B, Excitation matrix of open-loop system 
B2 Control matrix of open-loop system 
Bd Butterworth filter input matrix 
Kc Control gains 
Pr Solution of the Ricatti equation for Eq. (27) 
t Time 
W Output covariance matrix 

Aa Augmented system matrix 
Ad Butterworth filter system matrix 
Bla Excitation matrix of the augmented system 
B2a Control matrix of the augmented system 
Q Butterworth filter output matrix 
Pi Solution of the Lyapunov 
Qe Weighting matrix on states 
V Volume of PZT 
z System output 

Table 1 - System Parameters 

Ah = 8.0645x1 (T5 m2 

Cb = 0.60N-s/m2 

Es = 7.1xlO10Pa 
h. = 0.00207 m 
h = 6.774xl0-nm4 

L = 0.3m 
Xi = 0.00238m 
ßü = 7.9396xl07 volt-m/coulomb 

b, = 0.0254 m 
Eh = 6.93x 1010Pa 
h = 0.001588 m 
h3, =8.4147xl08N/C 
I, = 4.1192xl0-nm4 

S = 2xl0"7 

x2 =0.06588m 
Pb = 2700 kg/m

3 

90 



Voltage 
Source 

R 
Piezo 
Actuato uatotj    ' V V 

Controller 

From sensor 

F(x,t) 

e*^» 

rt>^r-^TT^ y 

Xi 

!^-- Piezo Sensor 
 > To Controller 

-»! 

Figure 1. Schematic of a cantilever beam with APPN (Configuration A) 
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Figure 2. The passive damping index Yj for the purely active and APPN systems 
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Figure 3. The active control authority index Y2 for the purely active and APPN systems 
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Figure 4. The active control authority index Y2 with different resistors 
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Figure 5. Schematic of a cantilever beam with separated active and passive elements (Configuration B) 
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Figure 7. The active control authority index Y2 For configurations A and B 
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Experimental study of an ER long-stroke vibration damper 
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ABSTRACT 

The development of controllable suspension dampers for ground vehicles is the subject of much current 
research. In this paper the authors describe aspects of a design methodology for controllable dampers 
which use electro-rheological (ER) fluid as the working medium. This methodology is based upon a 
non-dimensional characterisation of ER fluid data which allows measurements obtained from small- 
scale tests to be used to predict the behaviour of industrial-scale vibration dampers. The ER damper is 
represented via a Bingham plastic constitutive relationship, augmented by terms to account for fluid 
inertia and compressibility. An industrial-scale test facility is described and the first available set of 
experimental results are presented. A comparison is made between model predictions and observed 
behaviour. 

Keywords:     vibration isolation, vehicle dynamics, semi-active dampers, electro-rheological fluids. 

1. TNTRODUCTION 

In the development of suspension systems for ground vehicles, the advantages available from the 
introduction of controllable damping elements are well-established1 . So-called "semi-active" dampers2 

offer performance superior to that of conventional passive devices without the drawbacks (notably cost, 
weight and complexity) associated with fully active schemes. The exploitation of semi-active damping 
concepts, principally by manufacturers of road vehicles, has resulted in mass-produced vehicles fitted 
with suspension systems that can be controlled either manually or automatically. 

Perhaps the most elegant solution to the problem of producing semi-active dampers is through the 
use of electrically-active fluids. Upon the application of an electrostatic or electromagnetic field of 
sufficient intensity, such special fluids exhibit a rapid and reversible increase in their resistance to flow. 
That this solution has not been developed commercially has been due to shortcomings in early 
developments of the fluids themselves, which could perform admirably under laboratory conditions3 but 
failed to meet more stringent industrial specifications, particularly with regard to operating temperature 
range. However recent years have seen dramatic advances in the formulation of the two main classes of 
electrically-active fluids.   Electro-rheological (ER) fluids4, the subject of the present study, can now 
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provide force levels consistent with industrial applications and over sufficiently wide temperature 
ranges. Magneto-rheological (MR) fluids will operate from a low-voltage source, thus avoiding the 
need to introduce high levels of electric field strength (typically up to 4 kV/mm or higher) which is 
required for the operation of ER devices, but at a penalty of slower response times. 

In order to be able to examine the feasibility of introducing ER/MR dampers into a range of 
vehicle suspension applications, there is an urgent need to develop a reliable modelling package for 
performance prediction and use in device design studies. The development of a modelling package is 
not straightforward, for a number of reasons. The first problem involves characterisation of the fluid's 
behaviour. Traditionally, data available on ER fluids has been found to be heavily dependent on the 
measurement device. Thus data obtained from small samples of fluid could not be relied upon as a 
basis for predicting the performance of an industrial-scale device. Secondly the damping behaviour of 
an electrically-active fluid device is liable to be highly non-linear and significantly modified by the 
effects of fluid inertia and compressibility. Thus the formulation and solution of the equations of 
motion is non-trivial and requires care if numerical problems are to be avoided. Thirdly, in order to 
provide convincing validation of the characterisation and modelling procedures, the experimental 
facility used for testing must include a damper of industrial proportions but be capable of examining the 
dampers performance under tightly controlled laboratory conditions. 

In what follows here, the authors describe the progress that has been made towards the 
development of a package for modelling semi-active dampers which use the ER fluid as the working 
medium. Using as an example a damper for controlling the lateral vibrations of a rail vehicle, the key 
requirements for such a device are summarised. A procedure for characterising the performance of an 
ER fluid is then presented in order that data from small samples of fluid can be used to predict the 
behaviour of industrial dampers. The modelling procedure is introduced with emphasis on the use of a 
Bingham plastic representation, modified to include fluid inertia and compressibility effects. Finally, the 
experimental facility is described and the first experimental results are presented. The influence of the 
electric field on damping levels is demonstrated and tentative comparisons are made between model 
predictions and observed behaviour. 

2. CONTROLLING THE LATERAL VIBRATIONS OF A RAIL VEHICLE 

In order to place subsequent sections into perspective, it is appropriate to begin by describing a typical 
vehicle suspension problem and summarising the requirements of the damper. 

The problem concerns the control of the lateral vibrations of a rail vehicle5. In simplified form the 
vehicle is modelled as a rigid body which is assumed to have a moment of inertia of 106 kg m2. It is 
further assumed that motions induced by track irregularities produce a harmonic angular displacement 
of amplitude ±0.005 rad about a central vertical axis at a natural frequency of 1 Hz. With a span of 14 
m between the bogie centres, this angular oscillation results in a linear lateral motion of amplitude 
35 mm at each bogie centre where the lateral damper acts. 

In the current generation of (UK) rail vehicles the lateral damper is a conventional hydraulic unit 
with typically an initial rate of 50 kN s m"1 up to a piston velocity of 0.2 ms"1.  Above this velocity the 
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rate drops to approximately 7.5 kN s m"1. A comparable damper based upon ER technology might 
provide a minimum rate of 25 kN s m'1, equivalent to a fail-safe level equal to 50% of that available 
from the conventional damper. At minimum velocity it is assumed that the application of an electric 
field would cause the damper to develop a force of 5 kN. At a velocity of 0.2 ms"1 the damper would 
develop a force greater than 10 kN. Taking into account the factors mentioned above leads to the 
requirement for a force/velocity/displacement envelope of some ±11 kN / ±22 ms"1 / ±0.035 m. We 
will now summarise the modelling of the ER damper so that the appropriate force/state maps can be 
generated and compared with this requirement. 

3. MODELLING THE ER DAMPER : A SUMMARY 

3.1 The ER Flow-Mode Damper 

It is now well-established that there are three modes of operation - flow, shear and squeeze-flow - 
through which an ER fluid can provide controllable damping forces. For vehicle suspension 
applications, such as the one described in the previous section, a flow-mode damper is the most 
appropriate for accommodating the relatively large force and displacement levels. 

A flow-mode damper comprises an ER flow control valve connected in parallel with a hydraulic 
piston and cylinder arrangement. As we shall explain, the application of an electric field to an ER fluid 
results in a substantial increase in the fluid's resistance to motion and in the development of a yield 
stress which must be overcome before flow can occur. Thus the ER valve is effectively a device for 
modulating the relationship between pressure drop and linear flow rate. Placed in parallel with a piston 
and cylinder it becomes a device which can.modulate the force/velocity characteristics associated with 
the piston. We will begin to explain the operation of the flow mode damper and then proceed to 
develop the modelling methodology by considering the control of steady flow in an ER valve. 

3.2 Controlling Flow in an ER Valve 

Consider an ER valve comprising an annular flow channel of length £, total effective width b and radial 
channel gap size h. It is assumed that the ratio of channel diameter to electrode gap size is large 
enough to regard the flow as being between flat plates of infinite width. Also the ratio £/h is assumed 
to be large enough for flow development effects to be negligible. 

Start by considering a steady volume flow rate, Q, of a Newtonian fluid with viscosity coefficient 
H and density p, through the valve. If the mean fluid velocity through the valve is defined as 
ü = Q / bh, then it is well known that the uniform shear stress x„0 over the smooth channel walls is a 

function of four parameters, i.e. 

two = fn(p,n,ü,h) (1) 

Dimensional analysis now leads to characterisation of the fluid behaviour in terms of only two 
parameters   :   the   flow  condition  Reynolds  number  Re  =   puh / ji   and   a  friction   coefficient 
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Cf = xwo /pu . A graphical plot of Cf versus Re from test data bears a strong similarity to the 
familiar Moody or Stanton diagram and is useful in that it distinguishes resistance and flow parameters: 
most importantly, by adding a third parameter to represent the influence of the applied electric field we 
can visualise the controlling influence of the electric field. 

This third parameter follows by plotting Cf versus Re for steady flow of an ER fluid through 
different valves under various values of constant electric field E. Referring to Fig. 1 each Cf versus Re 
relationship corresponds to some constant value of the field control parameter. This family of 
relationships can be ordered in terms of a field-controlled yield stress which we will denote by ib. 

With the electric field applied, the yield stress Xb influences the wall shear stress xweo such that 

xweo = fn(xb,p,n,ü,h) (2) 

Dimensionless groups can be formed from equation (2) such that 

** weo 

VpiT J 
= fn 

püh 

V  u 
xbPh 

0 
V   u~   J 

or Cf = fn[Re, He] (3) 

Hence the quasi-steady behaviour of the ER valve can be specified in terms of three non-dimensional 
groups. The third group, He, the so-called Hedström number, which accounts for the influence of the 
applied electric field, cannot be determined directly by measurement of valve flow conditions. However 
by assuming a Bingham plastic constitutive relationship it is possible to estimate a yield stress value 
corresponding to any valve flow condition. From the Bingham plastic assumption follows a well- 
known cubic equation which can be written in terms of the three non-dimensional groups defined in 
equation (3). This equation takes the form 

= 0 (4) 

Equation (4) can be solved (by any suitable numerical technique) over a range of values of Re: either to 
give the ER fluid characteristic from test data in the form of He versus Re at constant E; or vice versa 
when the fluid characteristic is known, to give the steady flow characteristic for any plane valve in the 
form of Cf versus Re at constant electric field E. Using equation (3) the plot can be interpreted for any 
control valve size as pressure drop versus volume flow rate at constant electric field excitation. By this 
means, from a single fluid characteristic plot, steady plane valve flow can be evaluated for a wide range 
of valve dimensions, flow rates and pressures. This approach to ER fluid characterisation has been 
validated in tests involving a variety of flow control valves6, and with yield stress generated from ER 
clutch data7'8, for ER fluids of more than one type8'9. 
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3.3    Predicting the Performance of the ER Damper 

Using a numerical procedure which is described in detail in reference7, the non-dimensional approach 
summarised in 3.2 is used to predict the pressure drop versus volume flow rate characteristics of an ER 
valve. When an ER vibration damper is formed by placing such a valve in parallel with a hydraulic 
piston/cylinder arrangement this analysis needs to be extended in order to predict the force/velocity 
characteristics of the piston and to account for the influence of fluid inertia and compressibility on the 
performance of the damper5. 

The dynamic model is derived on the assumption that the mass of fluid in the cylinder is 
represented by a mass m and that compressibility effects in the fluid and ducts are accounted for by a 
spring constant ki. Resistance to flow between the electrodes is represented by a function, generally 
non-linear, of the relative velocity, say f(x,Xj) where x is the piston velocity and Xj is a velocity 

associated with the spring element. For this simple lumped arrangement, where F is the nett force on 
the piston, we can write down the equations of motion, 

mx + f(x, xj) = F] 

-f(x,Xl) + klXl =0j (5) 

Essentially, the need to obtain simultaneous estimates of the velocities x and xl requires a 
special numerical procedure. The solution of equation (5) is discussed in detail in reference6, where 
there is also a discussion of techniques for assigning numerical values to the fluid inertia term m and the 
stiffness term kx. 

In the following section, calculations with equation (5) for predicting the response of the damper 
will be demonstrated in parallel with the presentation of results from the experimental facility. 

4. EXPERIMENTAL TESTS 

4.1    Introduction 

In extensive previous experimental programmes, the authors have investigated various aspects of the 
behaviour of ER fluids, and these have been reported in numerous publications. The scope of these 
studies has included electrical characteristics10'11, thermal behaviour12, control aspects1'13, mechanical 
and physical properties14'15, and engineering characteristics of the fluids16. 

The operating modes have included the valve flow mode6, both static7 and dynamic17 clutch 
modes, and the squeeze mode3. The test programmes have encompassed steady flows in the valve 
mode, steady rotational speeds and also "latch" type operation in the clutch mode, and both steady and 
non-steady electric field excitation, with sinusoidal and step (switched) variation. 
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These wide-ranging test programmes, and those of other workers in the field, have demonstrated 
in particular : the useful levels of strength of the fluid response, which can be represented in terms of a 
static yield stress, related to field excitation strength, which may be of the order 10 kPa; the high speed 
response to excitation, with time constants of order 1 msec, and reversibility of the effect; the 
repeatability of the response to a given control signal; the long term reliability of the response; the 
possibilities for both continuous and switched forms of control; and the possibility for operation with 
standard items of equipment (e.g. filters, pumps, seals, bearings) without abrasion and without 
deterioration of fluid performance. 

In the operation of any electrically-active fluid system, the variables which are of primary interest 
are those of force and displacement, the (direct) control signal, and time. The value of the 
dimensionless presentation of test data, which has been summarised in section 3 above, is that it greatly 
reduces the number of variables to be assimilated in characterising the system; further, the variables 
remaining are those of primary interest, viz. force, displacement and control parameters; and finally the 
performance of devices operating in different modes, or of devices of different sizes operating in one 
single mode, is related through what is identified essentially as a fluid characteristic. 

Although this generalised characterisation technique has been developed for steady state test data 
- i.e. where the displacement (flow or rotational speed) and control parameters are constant in time - 
the high speed of fluid response to non-steady field excitation, coupled with the generally second-order 
significance of change of the force (pressure or surface shear stress) parameter with change of the 
displacement (flow or rotational speed) parameter, suggests that the generalised characterisation 
technique might be adaptable to the prediction of ER fluid device behaviour over a low-to-medium 
frequency range of cyclic mechanical excitation. 

The principal outstanding step in the test programmes is that of time dependence of the 
displacement (i.e. flow or rational speed) parameter. A test rig providing a regulated non-steady 
(cyclic) flow serves both for investigation of this aspect of ER fluid behaviour, and for development of 
an application to large force/displacement controllable vibration damping, for which the recent 
developments of wider operational temperature range and increased available yield strength make ER 
fluids particularly attractive. For such a system operating at constant control field excitation, in 
addition to the introduction of inertia and elasticity effects, interest lies initially in two particular points. 
Firstly, there is the question of the effect of repeated reversal of the flow direction, and of acceleration 
of the flow from rest, through a period of relatively low flow. Here, hysteresis effects17 and 
irregularities at low flow values6'17 may be significant. Secondly, there is the question of the effect of 
long fluid residence time within the control valve which will occur, in comparison with the situation 
prevailing in steady flow; this might be expected to be reflected in the repeatability (or otherwise) of 
such a cyclic flow. 

4.2    The Damper Rig 

The force and displacement related data in particular will span wide ranges of value in different ER fluid 
devices.   With this in mind, the non-steady flow test rig - which is called the Damper Rig - was 
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designed for industrial scale ER fluid device testing, and for realistic study of modelling and design 
questions. The Damper Rig is illustrated schematically in Fig. 2. 

The rig comprises: 

(i)     a damper unit, with parallel piston-and-cylinder and ER control valve; 
(ii)    a drive system, having a speed-controlled DC motor driving a variable throw crankshaft via a four 

speed gearbox; 
(iii)   a temperature control and ER fluid circulation system; 
(iv)   a high voltage control signal unit; and 
(v)    an instrumentation and data-logging system. 

4.2.1 The Damper Unit 

The damper unit is designed, partly, to investigate practical aspects of operation of a damper in 
component form. The piston and cylinder and the ER control valve are in parallel, and component size 
or form can be relatively simply modified. The unit addresses the question of bearing and seal 
operation with the two-phase fluid. The high pressure fluid circuit is stiff and of low volume. The ER 
valve has a water cooling jacket. At present the nett piston area is A = 1355 mm2 (effective diameter 
42 mm) and the ER control valve has a single annular channel of length £ = 70 mm, breadth b = 102 
mm, and inter-electrode gap h = 0.5 mm. 

4.2.2 The Drive System 

The variable speed drive is provided by a 7.5 kW DC motor with feedback speed control, which drives 
through a four speed gearbox with ratios from 1:1 to 10:1, so that a steep torque/speed slope can be 
maintained. The drive is transmitted to the piston via a variable throw crankshaft, and at present 
provides speed/displacement/force ranges of order 0 - 25 Hz / +80 mm/ + 10 kN respectively. 

4.2.3 The Temperature Control Circuit 

Although some settling of the solid phase of an ER fluid may be in some degree inevitable, fluids are 
generally easily dispersed by motion. In many, or most, working machines, no special provision should 
be necessary then to maintain fluid in dispersion. The Damper Rig however includes a large fluid 
reservoir - at present the capacity is some 10 litres - to assist with temperature control, and to provide 
a store of fluid with known characteristics after a test programme. The reservoir is immersed in a 
temperature controlled water bath, and ER fluid is circulated through the damper unit from the 
reservoir, using standard pump and filtration equipment. In an experimental programme, temperature 
control is necessary for separation of the many test variables. A small base pressure level («0.5 bar 
gauge) is applied at the ER fluid surface in the reservoir. 
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4.2.4 The High Voltage Control Circuit 

The high voltage control power requirement varies with control valve size and ER fluid temperature, as 
well as with field excitation strength. The high voltage control signal is at present provided from a 300 
watt, 0-5 kV capacity operational amplifier, driven by a low voltage (0-10 V) signal generator device. 
The actual control signal power requirement is frequently <1% of this available power, at a voltage of 
order 1 kV. 

4.2.5 The Instrumentation and Data Logging System 

The piston displacement is monitored using an inductive displacement transducer, with crank position 
indicated additionally by means of a photoelectric probe. The pressure at each side of the piston is 
measured by means of piezo-resistive type pressure transducers, which operate from dc to high 
frequency. The ER fluid temperature at each side of the control valve, well within the fluid volume 
displaced by the piston motion, is measured by means of platinum resistance thermometer probes. The 
voltage and current of the control signal to the ER valve are monitored directly from the high voltage 
amplifier. All eight data channels - viz. piston displacement and crank position, pressure, temperature, 
voltage and current, are coupled to a PC-controlled high speed, multi-channel digital recorder, with 
1 Mhz, 12 bit, 16 K sampling per channel. Data record analysis is carried out on a university mainframe 
computer. 

4.3 The Test Programme 

The Damper Rig test programme falls into two parts. Firstly, extensive tests have been carried out 
using a standard hydraulic oil of known characteristics, pressure response being measured for a range of 
displacement amplitudes and frequencies, and over a range of oil temperatures/viscosities. 

The second part of the test programme comprises pressure response measurements for the ER 
fluid for a range of displacement amplitudes and frequencies, control field values, and operating 
temperatures. This programme is in progress at the time of writing. The test fluid is Bayer AG 
Rheobay VP AI 3565. 

4.4 Test Results and Discussion 

Some preliminary test results from the ER fluid test programme in the Damper Rig are shown in Figs. 
3a,b and 4a,b. The results are typical and are not selected for maximum or optimum performance. 

In Fig. 3 a, a pressure versus velocity plot is shown for constant field excitation at 2 kV/mm, and 
piston displacement amplitude ±8 mm and frequency 1 Hz. For comparison, a model prediction is 
shown based on a static yield stress of »1.5 kN and fluid bulk modulus of 1.0 x 109 N/m2. The 
associated pressure versus displacement plots are shown in Fig. 3b. The same constant field excitation 
experimental plot is shown again in Fig. 4a, where it is compared with the pressure versus velocity plot 
for the same piston motion at zero field excitation. 
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With the exception of the pressure overshoot following the reversal of the piston motion, the 
piston pressure/velocity/displacement plots under excitation conditions follow qualitatively the 
expectations which arise from the model calculations, with a prominent loop around the zero velocity 
point associated with the yield stress and elasticity of the fluid. This loop is seen to be of little 
significance in the pressure/displacement work diagram. 

The comparison of the constant field excitation with the zero field excitation characteristic in Fig. 
4a,b shows a large damping gain even at this low field excitation value of 2 kV/mm. In the zero field 
excitation condition, for the test conditions of Fig. 4a,b, the present piston/cylinder/control valve device 
has a damping coefficient of «5 kN s m"1, for a nett effective piston diameter of «40 mm. For constant 
field excitation at 2 kV/mm, the equivalent viscous damping coefficient is increased by a factor of «6.5 
to «32 kN s m"1, with a small phase shift of «1.5°. 

For constant field excitation at 2 kV/mm the characteristic of Fig. 4a,b represents hydraulic power 
dissipation at «40 watts.. This compares with a high voltage control signal power requirement under 
the prevailing conditions of < 0.4 watt. 

Up to the present the test rig and ER fluid have operated reliably with no mechanical or practical 
problems, and the test data is repeatable. The data shown is at low control field strength, and tests are 
expected to extend to field strengths of order 6 - 8 kV/mm, to give more than proportionate increases 
in the equivalent viscous damping coefficient. 

5. CONCLUSION 

A methodology for the characterisation of ER fluid performance data, and its application to the 
modelling of a controllable ER vibration damper, have been described. An industrial scale ER damper 
test rig has been described, and some early experimental results presented, and compared satisfactorily 
with model predictions. 
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Abstract 

A combined theoretical and experimental study of electrorheological (ER) fluid dampers is presented here. A 
moving electrode ER damper was built and tested for its dynamic characteristics for different electric field strengths 
and varying displacement amplitudes. Based upon the phenomenology observed in the experimental results, an 
augmented nonlinear model is proposed to describe the dynamic characteristics of the damper. The six model 
parameters are estimated from the experimental hysteresis data. The force vs. displacement and force vs. velocity 
hysteresis cycles are then reconstructed using these estimated parameters. The results show that the model captures 
the nonlinear damper behavior quite accurately. The importance of the various components in the model is illustrated. 

Introduction 

There has been an increased emphasis on reducing the number of movable parts in helicopter rotor hubs to 
prolong life and reduce maintenance costs. This has lead to the development of advanced rotor systems such as 
hingeless and bearingless rotors. These soft in-plane rotor systems tend to suffer from aeromechanical instabilities 
such as air and ground resonances [1]. These instabilities can be mitigated by augmenting the lag mode damping 
in these rotors. Hydraulic dampers and elastomeric dampers which use viscoelastic materials, are currently being 
used for this purpose. However, elastomers are highly nonlinear materials whose properties are dependent on both 
frequency and temperature. Their nonlinear dual frequency behavior has been shown to reduce damping and thus 
cause limit cycle oscillations at low amplitudes [2]. In order to circumvent the problems associated with elastomers, 
Fluidlastic dampers have been proposed whose stiffness remains relatively constant with amplitude [3, 4]. But for 
accurate blade tracking, the damper for each blade has to be matched exactly. Moreover, damping augmentation 
is required only in certain flight regimes. These specifications can be met with a damper with adaptive properties. 
Controllable fluid dampers have thus proven to be an attractive choice for augmenting lag mode damping in advanced 
rotor systems. One of the impediments in the application of these dampers is the lack of a good model to predict 
their dynamic behavior. The dynamics of the helicopter rotor system is sensitive to the dynamic characteristics of 
the lag mode damper. Hence it is important to be able to model the the damper behavior with a fair amount of 
confidence. This paper presents a theoretical and experimental study of controllable fluid dampers that serves as a 
step towards this goal. 

Controllable fluids such as electrorheological (ER) and magnetorheological (MR) fluids belong to the class of 
smart materials that have the unique ability to change properties when acted upon by an electric or magnetic 
field. This change is mainly manifested as a substantial increase in the dynamic yield stress of the fluid. ER 
fluid applications have so far outnumbered those of MR fluids primarily due to the wider commercial availability of 
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ER fluids [5, 6, 7]. MR fluids have captured the attention of researchers only recently, on account of their superior 
properties [8]. Inspite of numerous applications, a definitive model to account for the dynamic behavior of controllable 
fluids is lacking. ER and MR fluids exhibit qualitatively similar characteristics [9]. This paper focusses primarily 
on the phenomenological model for ER fluid damper behavior which can be applied to MR fluid dampers as well. 
The model uses linear mechanisms in conjunction with nonlinear shape functions to model the various nonlinear 
effects, such as transition at yield and Coulomb friction effects at low amplitudes. This paper also describes the 
experiments that were conducted to support and validate the phenomenological ER damper model. The results show 
that the model captures the nonlinear effects quite accurately and thus would provide a valuable tool in the design 
and prediction of systems incorporating controllable fluids. 

ER fluids behave like simple viscous fluids in the absence of an electric field and their behavior can be described 
by the Newtonian shear model. When an electric field is applied, the fluid exhibits the presence of a yield phenomenon 
wherein the material does not flow until the critical yield stress value is exceeded. This yield stress value increases 
as a quadratic function of the applied electric field. A simplified model to describe this yield phenomenon is the 
Bingham plastic model. This model is a good approximation for the post-yield behavior and can be used as a 
starting point for damper design [10]. But under dynamic conditions, the pre-yield behavior also plays an important 
role in determining the overall dynamic characteristics of the damper. In these cases, factors such as frequency and 
amplitude of excitation also need to be considered. 

Various models have been proposed to describe the dynamic properties of ER fluids and ER fluid dampers. 
Gamota, et al [11] proposed a model based on the Fourier analysis of ER fluid stress response for different cases. 
The experimental studies upon which this model was based provided valuable insight into the dynamic behavior of 
these materials [12, 13]. We proposed a nonlinear viscoelastic-plastic model which described the pre-yield and the 
post-yield characteristics of an ER fluid using a nonlinear network of linear viscoelastic and viscous elements [14, 15]. 
The above discussed models are strictly for describing ER material behavior. These models depend only on the 
material properties. 

There are also models that describe controllable fluid damper behavior. Apart from the fluid properties, the 
modeling of a damper involves geometry dependent properties such as the damper size and built-up effects due to 
rod seals and bearings. Stanway, et al [16] proposed using a Coulomb element in parallel with a dashpot element. 
The element parameters were estimated using a nonlinear filtering algorithm. Ehrgott and Masri [17] conducted 
experiments with a dynamic testing device incorporating an ER fluid. The device response was simulated using a 
non-parametric identification method based on Chebyshev polynomials. Lou, et al [18] used the Bingham plastic 
model with factors to account for the frequency effects and conducted a parametric study to evaluate the performance 
of different configurations. Spencer, et al [19] proposed the Bouc-Wen model to describe MR damper behavior. We 
extended the nonlinear viscoelastic-plastic fluid model to describe the behavior of a mixed mode type of damper [20, 
21]. The frequency response of a mass-spring-ER damper system was shown to be very close to that of a proportional 
Coulomb and viscously damped system [21]. Makris, et al [22] developed a phenomenological elastic-plastic model 
to account for the pre-yield and post-yield behavior and used it in conjunction with a neural network. 

This paper presents a combined experimental and theoretical study of an ER fluid damper. A mixed mode, 
moving electrode ER damper was built and tested for different field strengths and excitation amplitudes. An aug- 
mented nonlinear model is presented that simulates both the force-displacement and the force-velocity hysteresis 
cycles. The model accurately captures the nonlinear Coulomb effects and the effects of fluid inertia. The model uses 
linear mechanisms networked with smooth nonlinear functions that make it numerically more robust. The linear 
mechanisms contain only a few parameters (6 in number) that can be easily estimated. 

ER Damper Experiments 
A moving electrode ER damper was fabricated. In this damper configuration, one electrode moves relative to 

the other. The resisting force of the damper is then a sum of the viscous drag due to the relative motion and the 
pressure drag force created as a reaction to the liquid being forced through the electrode gap. A sketch of the ER 
damper is shown in Fig. 1. The outer shell and the piston head are made of aluminum so that it also serves as 
the two electrodes. In the damper used for this study, the electrode gap was chosen to be 0.1 inches. The other 
dimensions shown in Figure 1 were then determined using the quasi-steady Bingham plastic model equations for a 
moving electrode damper [10]. We allowed for a nominal stroke of 2 inches peak-to-peak. The ER fluid used was the 
VersaFlo ER-100 manufactured by Lord Corporation. O-ring seals were used to contain the fluid inside the damper 
and linear bearings were used to align the inner electrode with the outer shell. A steel frame was built to support 
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Figure 1: A sketch of the moving electrode ER fluid 
damper. 

Figure 2: The experimental setup for dynamic testing of 
ER fluid dampers. 

the outer shell and the shaft with the piston was free to be connected to the shaker. The experimental setup for the 
dynamic test measurements is shown in Fig. 2. A Brüel Kjaer 4801T shaker was used to excite the shaft which is 
connected to the piston. The shaker had a maximum force output of 85 lbs with a displacement range of 0.5 inches 
peak-to-peak. A Sensotec load cell with 100 lbs range was mounted between the shaft and the shaker to measure the 
force input to the damper. A Schaevitz LVDT measured the shaft displacement. The time history signals from the 
load cell and the LVDT were recorded using a Hewlett Packard 35665A spectrum analyzer. A sinusoidal signal with 
a frequency of 10 Hz was used to drive the shaker. The force levels and hence the displacement levels were changed 
by varying the gain on the shaker amplifier. The measurements were made for various displacement amplitudes, and 
each of these measurements were repeated for varying electric field strengths. The readings from the load cell were 
plotted against the LVDT measurements to generate the force vs. displacement hysteresis cycles. The velocity time 
histories of the damper were calculated from the respective displacement data using a fourth order central difference 
scheme. The LVDT data was first filtered to remove the high frequency noise components using a simple Fourier 
decomposition. 

Experimental Results 

A representative set of experimental hysteresis data is plotted in Fig. 3. The plot shows the force vs. displacement 
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Figure 3: A sample set of experimental hysteresis data for different displacement amplitudes and field strengths: (a) 
F vs. X plots for 0.5 mm amplitude (b) F vs. X plots for 1.0 mm amplitude (c) F vs. X plots for 3.0 mm amplitude 
(d) F vs. V plots for 0.5 mm amplitude (e) F vs. V plots for 1.0 mm amplitude (f) F vs. V plots for 3.0 mm 
amplitude. 

(F vs. X) and the force vs. velocity (F vs. V) hysteresis cycles for the two extreme values of electric field, 0 and 3 
kV/mm, and for three displacement amplitudes, 0.5, 1.0, 3.0 mm. 

Effect of Electric Field 

It can be seen from Figs. 3(a),(b) and (c) that, as the applied electric field is increased, the amount of damping 
which is represented by the area enclosed by the force vs. displacement hysteresis cycle also increases. The Bingham 
plastic like behavior of ER materials can be seen in the force vs. velocity hysteresis cycles (Figs. 3(d), (e) and (f)). 
If a line is drawn approximately through the center of the F vs. V cycles, a curve is obtained that is reminiscent of 
the force vs. velocity (or shear stress vs. strain rate) curves for Bingham plastic materials (Fig. 4). It can also be 
seen that the yield force increases with the electric field. 

Effect of Displacement Amplitude 

The three amplitudes for which the hysteresis plots are shown in Fig. 3 were chosen to nominally represent the 
three rheological domains: the pre-yield, yield and post-yield regions of the ER fluid behavior. The differences in 
behavior through these three domains is manifested in a more obvious way in the F vs. V hysteresis cycles, and in a 
more subtle way in the F vs. X hysteresis cycles. For an amplitude of 0.5mm (Fig. 3(d)), which is the pre-yield phase, 
the F vs. V hysteresis cycles form a single loop traversing in an anti-clockwise direction (the directions discussed 
are not obvious from the hysteresis plots and were determined from the raw experimental data), which is indicative 
of a viscoelastic nature. As the amplitude is increased to 1.0 mm (Fig. 3(e)), two additional loops appear at the 
extremities in which the direction is clockwise. This is indicative of a viscous nature with fluid inertia effects. Thus 
this curve shows the transition at yield from a viscoelastic behavior to a viscous behavior. As the amplitude is 
increased further (Fig. 3(f)), the inner loop shrinks for E = 3 kV/mm and totally disappears for E = 0 kV/mm. This 
shows that the fluid as fully yielded and its viscous nature dominates the damper behavior. The elliptical nature of 
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Figure 4: A comparison of force vs. velocity hystere- 
sis cycles with the classical Bingham plastic model 
for a displacement amplitude of 1.0 mm. 

Figure 5: Variation of dissipated energy with electric 
field for different displacement amplitudes. 

the F vs. X hysteresis cycles (Fig. 3(c)) also suggests this viscous behavior, and the slight negative inclination of the 
ellipses demonstrates the effects of fluid inertia. 

Energy Dissipation and Equivalent Damping 

The energy dissipated by a damper over one vibration cycle is a measure of its damping capacity. This is given 
by the area enlosed within the F vs. X hysteresis cycle, which is given by the integral 

U -JF*-£ F.vdt (1) 

Using the experimental data and integrating it numerically, the dissipated energies were calculated for different 
field strengths and displacement amplitudes. In order to measure the efficiency of a controllable fluid damper, it 
is important to know the amount of damping achieved for a unit volume of active fluid. In an ER fluid damper, 
the active fluid volume is the volume of fluid between the two electrodes. Thus for comparison purposes, it is more 
useful to calculate the dissipated energy per unit active fluid volume. These values were calculated and are plotted 
in Fig. 5. 

The dissipated energy increases as a quadratic function of the electric field. In order to compare the damping 
performance of a controllable fluid damper with that of a conventional viscous dashpot damper, an equivalent 
damping coefficient can be determined for the former by equating the energies dissipated in the two cases. Thus 

^eqv — 
u 

TTCOXQ 
(2) 

where UJ is the excitation frequency and Xo is the displacement amplitude. The equivalent damping coefficients for 
different sets of data are plotted in Fig. 6. It can be seen that for low amplitudes, where the fluid is in the pre-yield 
phase, the value of Ceqv rises more rapidly with increase in electric field than for high amplitudes, where the fluid 
is in the post-yield phase. Thus in order to exploit the adaptivity of the controllable fluid damper, the dampers 
have to operated close to the yield point. For high amplitudes, the Ceqv curve tends to flatten to a horizontal line 
(zero adaptivity) with the Ceqv value equal to that of the zero field case which is the Newtonian behavior. The 
dotted line represents the Ceqv value calculated for the zero field case using a simple Newtonian model as explained 
in Reference [10]. 

The Augmented Nonlinear Damper Model 

The experimental results discussed in the previous section offer a good understanding of the phenomenology 
of an ER damper. There are two distinct rheological domains over which the dampers operate: the pre-yield and 
the post-yield regions. The pre-yield region is characterized by a strong viscoelastic nature and also exhibits some 
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Figure 8: Mechanisms used in the model:(a) the viscoelastic mechanism Lve in the pre-yield branch of the model (b) 
the viscous mechanism LVi and the inertial mechanism L; in the post-yield branch of the model. 

sticktion properties. The Coulomb-like sticktion effects are contributed in different measures by the ER fluid and 
the damper components such as the dynamic rod seals. As the amplitude increases, the sticktion effects appear to 
be less significant. The post-yield region shows a dominant viscous behavior where the fluid inertia effects come 
into play. The yield point separating the two rheological domains varies as a function of the electric field and the 
displacement amplitude. The overall behavior of the ER damper can then be simulated by choosing the appropriate 
linear shear mechanisms for the two regions and then combining them to capture the transition between the two 
regions. A schematic of the network that accomplishes this is shown in Fig. 7. One branch of the network comprises 
of the pre-yield components while the other branch contains the post-yield components. 

Pre-yield Mechanisms 

The 3-parameter fluid model shown in Fig. 8(a) is used as the mehanical analog for the viscoelastic behavior in 
the pre-yield region. This is represented by the linear operator Lve in the model network. The force-displacement 
differential equation in the time domain is given by 

F + pxF = qxX + q2X 

where 

Pi 
CX-VC2 

Kx 

C2 

(3) 

(4) 

(5) 
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92 = -w (6) 

If a sinusoidal excitation is assumed, then the above differential equation can be written in the frequency domain as 

F = G*X (7) 

where G* is the complex shear coefficient. 

G*=G'+jG",     j = V=T 

and 

G'    = KiCjn2 

Kf + (c1 + c2)
2n^ (8) 

(9) 
G„   =    (C1 + C2)C1C2Q

3 + K2
1C2n 

where tt is the excitation frequency. The sticktion effects seen in the damper behavior at low velocities is described 
using the parameter Fc and the shape function Sc given by the equation 

(10) 

where X is the velocity amplitude and ec is the smoothening factor that ensures smooth transition from the negative 
to postive velocities and vice versa. Thus the pre-yield force component is given by 

Fby = Fve + SCFC (11) 

where Fve is given by Eqn. 7. 
The nonlinear shape function Sby is the pre-yield switching function which along with Say effects the smooth 

transition from the pre-yield phase to the post-yield phase. The function Sby is dependent on a yield parameter ay 

that is chosen during the estimation process. Sby is given by 

^4{l-tanh(^)} (12) 

where ay is the yield parameter, a is the velocity nondimensionalized with respect to the velocity amplitude and ey 

is a smoothening parameter. 

Post-yield Mechanisms 
The post-yield branch of the network consists of Lvi, the viscous mechanism and Lt, the inertial component. 

These components can be combined and represented as shown in Fig. 8(b). Thus the post-yield force component is 
given by 

Fay = CVX + RX (13) 

Say is similar to the shape function Sby where Say acts as a switching function to turn on the post-yield mechanism 
when the damper crosses the yield point. It is given by 

s-=Hi+tanh(^?)} (i4) 

Augmented Model 
For a sinusoidal displacement input the force output as given by the augmented nonlinear damper model is 

written as 
F = SbyFby + SayFay (15) 

where Fby, Sby, Fay and Say are given by Eqns. 11, 12, 13, and 14 respectively. 
Thus rather than using nonlinear elements, the augmented model takes the novel approach of using linear 

mechanisms in conjunction with nonlinear shape functions. Moreover, the mechanisms chosen, the type of shape 
functions and the structure of the model network are based heavily on the observed phenomenology of the damper 
behavior. 
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System Identification 

Having established the model structure and the model components, the parameters in the model need to be 
identified. The unknown parameters are the viscoelastic parameters Ci, C2 and K\, the viscous parameter Cv, 
the inertial parameter R and the sticktion parameter Fc. The model uses the displacement as an input and then 
calculates the velocities and accelerations needed for the model and then gives the total force, given by Eqn. 15, as 
the output. Thus the parameters are estimated on the basis of minimizing the error between this force output F, 
and the actual force Fm obtained from experimental measurements. The error in the model is represented by the 
objective function J given by, 

N 

J = ^2^~F^2 (l6) 

where N is the number of data points for each hysteresis cycle, F is the force predicted by the model and Fm is 
the experimentally measured force. To obtain physically meaningful results, the parameters are constrained to have 
positive values. The constrained optimization was done using Design Optimization Tools (DOT) [23]. The parameter 
ay was manually chosen such that the objective function reached a minimum. 

Results 

Using the parameters estimated from the system identification process, the force vs. displacement and the force 
vs. velocity hysteresis cycles were reconstructed and compared with the experimental data. For the sample data 
set shown in Fig. 3, the reconstructed hysteresis cycles are shown in Fig. 9 and Fig. 10. As it can be seen from 
the figures, the model accurately captures every nuance of the experimental data. The model has been significantly 
improved from the nonlinear viscoelastic-plastic model presented in References [20] and [21] with the inclusion of the 
inertial and the sticktion parameters. 

To illustrate the importance of the parameters Fc and R in modeling ER fluid dampers, the force vs. velocity 
hysteresis cycles are reconstructed first without one or more of these parameters and then with the fully augmented 
model and each compared with the experimental data for two data sets. These plots are shown in Figs. 11 and 
12. Figs. 11(a) and 12(a) compare the prediction of the model without the inertial or the sticktion parameter. The 
model predictions without these parameters show many discrepancies in correlation. The loops at the extremities 
of the hysteresis cycles are absent and the correlation is very poor close to zero velocities. On adding the inertial 
parameter, the loops appear in the hysteresis cycles, but the sticktion effect at low velocities is absent (Fig. 11(b) 
and Fig. 12(b)). On adding the sticktion parameter, the correlation is improved at low velocities (Fig. 11(c) and 
Fig. 12(c)). 

The additional parameters minimally affect the correlation of the model with the experimental force vs. dis- 
placement hysteresis data. The viscoelastic-plastic model without the additional inertial and sticktion parameters is 
sufficient to accurately capture the force vs. displacement hysteresis cycles. Hence, if the amount of damping is the 
important criterion, then the model without the additional parameters should give a good estimate. But if the force 
vs. velocity hysteresis behavior is important for predicting system behavior, then the augmented model should be 
used. 

Conclusions 

A detailed experimental study of a moving electrode ER damper is presented. The hysteresis data gives a clear 
picture of the phenomenology of the damper behavior. The two rheological domains in the ER fluid are distinctly 
observed and are manifested in the hysteresis behavior. An augmented nonlinear model for the ER damper is proposed 
that derives its structure solely from the phenomenology of the force vs. displacement and force vs. velocity hysteresis 
characteristics as observed from experiments. The model faithfully captures the damper behavior for different field 
strengths and displacement amplitudes. The sticktion effects are important for low amplitudes when the fluid is 
in the pre-yield phase. For large amplitudes, the fluid is in the post-yield phase and the inertial factors become 
important here. More experiments are underway to determine the effects of frequency on the damper behavior. 
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Figure 9: A comparison of hysteresis cycles from estimated parameters with experimental hysteresis data for E = 0 
kV/mm: (a) F vs. X plots for 0.5 mm amplitude (b) F vs. X plots for 1.0 mm amplitude (c) F vs. X plots for 3.0 
mm amplitude (d) F vs. V plots for 0.5 mm amplitude (e) F vs. V plots for 1.0 mm amplitude (f) F vs. V plots for 
3.0 mm amplitude. 
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Figure 10: A comparison of hysteresis cycles from estimated parameters with experiments for E = 3 kV/mm: (a) F 
vs. X plots for 0.5 mm amplitude (b) F vs. X plots for 1.0 mm amplitude (c) F vs. X plots for 3.0 mm amplitude (d) 
F vs. V plots for 0.5 mm amplitude (e) F vs. V plots for 1.0 mm amplitude (f) F vs. V plots for 3.0 mm amplitude. 
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Figure 11: A comparison of experimental hysteresis data for E = 0 kV/mm, X0 = 1.0 mm with the hysteresis plots 
obtained using (a) the model without the inertial or sticktion parameters (b) the model with the inertial parameter 
but without the sticktion parameter (c) the fully augmented model. 
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Figure 12: A comparison of experimental hysteresis data for E = 3 kV/mm, X0 = 1.0 mm with the hysteresis plots 
obtained using (a) the model without the inertial or sticktion parameters (b) the model with the inertial parameter 
but without the sticktion parameter (c) the fully augmented model. 
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Experimental Study of a Multi-Electrode Cylindrical 
ER Fluid Damper for In-plane Motions 
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ABSTRACT 

Electro-rheological fluid (ERF) shock absorbers are semi-active vibration control devices that utilize ERF to 
control the damping capacity of the dampers. The focus of this work is on the experimental study of a multi- 
electrode, cylindrical ERF damper designed for in-plane motion. Several three-electrode ERF dampers are built 
and tested specifically for vibration damping of in-plane motions. The force-velocity loops were obtained and 
examined for different voltage levels and electrode lengths. 

Keywords: ER fluid, semi-active, dampers, cylindrical, multi-electrode, in-plane motion. 

1.   INTRODUCTION 

Electro-rheological fluids are those whose rheology changes with the application of an electric field. These 
fluids consist of solid particles dispersed in a nonconductive liquid of organic origin. The suspended particles 
change their random configuration to an aligned and relatively regular chain-like pattern in the presence of an 
electric field. The dispersion media (liquid) is usually a low viscosity hydrocarbon fluid with a high electrical 
resistivity [1]. The dispersed phase should posses high adsorptivity and a highly hydroxylated developed 
surface. Another substance, an activator, is applied to the surface of the solid phase to maximize viscosity 
changes in the presence of an electric field. Surfactants are added to allow a greater particle volume fraction to 
be utilized in a high concentration ERF and reduce sedimentation in a low concentration one. 

Winslow [2] was the first to report the electro-rheological (Winslow's) effect. The rheology of ERF can be 

changed significantly in a very short period of time (10 to 10 sec) in the presence of an electric field. The 
resistance of these fluids to flow increases with the increase in the applied electric field strength, and at relatively 
high field strengths the fluid is reported to behave as a jell-like solid [3-9]. The rapid response of ERF to the 
applied electric field provides many design possibilities in different engineering disciplines wherein controlled 
suppression of undesirable vibrations is necessary. ERF may be used for semi-active control of undesirable 
vibration [10] such as in automotive suspension system, automatic valves [11], dampers, clutches, and robotics 
devices [12-15]. 

In addition to these applications, ERF dampers can potentially be used for the suppression of vibration in 
civil structures, such as bridges and buildings, that undergo seismic or strong wind excitations [16]. Currently 
employed techniques of vibration control in civil structures are based primarily on passive measures. Some 
examples include base isolations, friction and viscoelastic dampers and bracing systems. They offer limited 
capability to suppress the vibration of structures, while lacking in controlling motion under severe dynamic 
loading. The feasibility of active control systems for large structures has been demonstrated for certain cases by 
using variable stiffness devices such as hydraulic and electromagnetic actuators [17], active bracing [18,19] in 
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laboratory testing and full-scale implementations [20,21]. The use of hybrid systems [22,23] is attractive 
because the passive system provides a steady dissipation capability while the active system can control the 
transient dynamic motion. 

Several control schemes have been developed in recent years that utilize ER fluids [24-33]. Analytical and 
numerical simulations have been done by Leitmann et al. using Lyapunov stability theory as well as fuzzy logic 
control concept [29,30]. Control schemes were also developed on the basis of minimizing the rate of change of 
the energy of the system. Due to the nonlinear characteristic of ERF, Gavin et al. [28] modeled the control 
scheme assuming that a near resonance force is impressed upon the damper and that the excitation amplitude and 
the damping are small. Stanway et al. [31] used a sequential filtering technique to identify the damping law of an 
ERF. An attempt has also been made at nonlinear modeling of telescopic ERF dampers [32]. Bang-bang control 
and instantaneous optimal control algorithms were developed for hybrid dampers having an active and a passive 
damping component [33]. Ehrgott et al. [34,35] used a dynamic test device that consists of ERF between two 
coaxial cylinders. Dynamic properties of ERF were evaluated by subjecting them to oscillating shear strain. 
Hysteresis plots for a constant electric field and different frequencies were evaluated and were used to determine 
the equivalent viscous damping coefficient [34]. To reduce the vibration of the structure, pulse control was 
implemented wherein an out-of-phase force pulse was applied to the ERF damper [35]. 

In this study the performance of cylindrical, multi-electrode ERF dampers under in-plane vibrations is 
examined. Design modifications are made to allow for the flexibility of the electrodes under their own and the 
fluid's weights. The experimental set up provides the force and velocity measurements for different frequencies, 
lengths of the damper, and applied voltages. 

2. EXPERIMENTAL STUDY 

The goal of this study is to examine small ERF damper prototypes by generating the force-velocity loops. A 
brief description of the experimental study is as follows: 

The damper is designed for an in-plane motion. A rod is placed at the center of the cylinder to transmit the 
force to a pair of moving electrodes inside the Plexiglas casing of the damper. This is illustrated in Figure 1. 
The rod, which is rigidly fixed to the inner moving electrodes, is connected to the loadcell. In order to balance 
(for the combined weights of the electrodes and the rod and the ERF) the inner moving electrodes to prevent 
arching between the fixed and moving electrodes, two Teflon bushings were considered as shown in Figure 1. 
The bushings were made of Teflon to minimize friction. The voltage is applied to the stationary electrode pairs 
which are fixed tightly inside the cylindrical casing of the damper. The damper is filled with LORD's Versa 
Flow ER-100 electro-rheological fluid. The fluid between the electrodes is electrically stressed by the voltage 
applied to the damper using a 408B Fluke High Voltage Power Supply. 

The schematic of the experimental setup is illustrated in Figure 2. The damper is placed on a small shake 
table that provides horizontal motions, as shown in Figure 3. The table consists of a platform, supported at four 
corners by vertical bases. The platform is connected rigidly to a rod that is connected to a motor shaft. The 
connecting rod has an eccentricity (of 0.125"), so that the rotary motion of the motor is converted to a horizontal 
motion of the table. The speed of rotation the of the motor can be adjusted by the use of a variable rheostat. The 
motor is a Boston Gear with frequency range of 0-30 Hz. The force exerted by the damper (at different 
frequencies and voltage levels) is measured by EATON LEBOW 3397-25 loadcell. The loadcell is excited by a 
Hewlett Packard Harrison 6200B dc power supply. The output of the loadcell is amplified by a Tektronix 
TM503 AM502 differential amplifier. The velocity transducer used in the experiments is a Patriot Sensors PV- 
15A. The acceleration of the shake table is measured by using a piezoelectric PZ23 Bruel & Kjaer 4370 
accelerometer. The signal from the accelerometer is amplified using a Kistler 504D charge amplifier. The force, 
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velocity and acceleration signals are collected by a KEITHLEY METRABYTE DAS 1602 data acquisition board 
and the LabTech software is used to process the collected data. A low-pass digital filtering is performed using 
LabTech software to reduce the noise in both force and velocity signals. 

Using this experimental setup, results were obtained for different applied voltage and length of the 
electrodes. It should be noted that, for all tests conducted, the gap between the electrodes (2 mm), the number of 
electrodes (3), and the diameter (50 mm) of the dampers, were kept constant. In Figure 4 force-velocity loops 
for different electric field strengths are presented for the case where the length of the electrodes were 32 mm and 
the frequency of the motion was 8 Hz. As can be seen, the damping force increases nonlinearly as the voltage 
increases. In Figure 5, the results for a electrode length of 78 mm at 8 Hz is presented for different electric field 
strength levels. A comparison between Figures 4 and 5 shows that the length of the electrode has a significant 
effect on the damping force, and that the damping force varies almost linearly. Figure 6 demonstrates that by 
increasing the voltage and the length of the electrode the rate of the dissipated energy increases linearly. 

3.   CONCLUSIONS 

Small prototypes of a multi-electrode, cylindrical ERF damper was designed, built and tested. The design 
was specifically intended for an in-plane motion. The experiments were conducted to obtain force-velocity 
loops. The effects of the applied voltage and the length of the electrodes was examined. It was shown that while 
the damping force varies nonlinearly with the change in the electric field strength and the length of the damper, 
the variation of the rate of dissipated energy remains linear for a wide rage of electric field strength and the 
electrode lengths. 
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Figure 4. The effect of electric field strength on the damping force for a 
three-electrode ERF damper where the frequency of the motion 
is 8 Hz and the length of the electrodes are 32 mm. 
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1 ABSTRACT 

An experimental investigation was performed on a semi-active control scheme that uses the rheological properties of electro- 
rheological fluids (ER-fluids) in squeeze-flow mode to control the dynamic behavior of Single-Degree-of-Freedom (SDOF) 
systems. The reversible and very rapid changes in the mechanical properties of the fluid under variable voltage are exploited 
by using a control scheme that automatically turns "on" and "off" the electrical field as loads are applied. This control scheme 
rapidly adapts to any changes in the mechanical properties of the system, reducing the response of the structure for a wide 
range of excitation frequencies. The ER-fluid used in this study, Zeolite in Silicone oil, was subjected to an electrical field 
range from one to five kV/mm. Tests were carried out for the "off" system, the "on" system, and the controlled system, and 
the experimental and analytical results were compared. The experimental results show that this control scheme is effective for 
reducing the vibration of the system. Other types of ER-fluid should be tested using this control scheme to investigate the most 
effective fluid for vibration suppression. 

Keywords: bang-bang control, electro-rheological fluids, semi-active control, shock absorber, smart materials, vibra- 
tion suppression. 

2 INTRODUCTION 

2.1 Control systems 
Structures and mechanical systems should be designed to be functional under different types of loading, particularly dynamic 
and transient loads, to ensure a better performance of the system, the design process strives to reduce a system's response 
under these loads. There are three fundamental strategies to regulate or control the response of a system; through the use of 
passive control, active control, or semi-active control. 

The first approach uses a passive control system where the properties of the system are modified by the addition of 
mechanical devices such as energy-dissipation devices or base isolators, which augment the dissipation capability or reduce 
the input energy to the system,thus improving its performance. Several applications of this method have been reported and 
implemented [1, 2]. In particular, rubber isolators have been used in a variety of structures to mitigate ground motion from 
earthquakes. 

The second approach, called active control, involves the addition of "active" devices such as hydraulic or electromag- 
netic actuators that reduce vibrations by using an external energy source which responds to external input. These systems are 
slow, costly, and complicated and have been limited to a few civil engineering applications. 
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Semi-active control, the third and relatively new approach, involves modifying the mechanical properties of the system. 
One way to do this is to incorporate electro-rheological fluid (ER-fluid) into the system. The mechanical properties of ER-flu- 
ids [6]—in particular damping and stiffness—can be changed through the use of electrical fields. Because the change of Theo- 
logical response is on the order of milliseconds, it has been suggested to use such fluids in the construction of controllers. 

2.2 Semi-active control schemes using electro-rheological fluid 

A semi-active control scheme that uses ER-fluid to modify the mechanical properties of a structure enables the response of the 
overall system to become tunable. There are no rules on how to incorporate ER-materials into structures, although two basic 
configurations have been studied. The first involves taking advantage of the behavior of the ER-suspensions in the shear-type 
configuration. The second approach uses extensional or squeeze-flow type configurations [8]. ER-effects change the damping 
and frequency of the system in both types of configuration. Some studies have shown, however, that under the same level of 
electrical field, ER-fluids in the squeeze-flow mode exhibited greater resistance than ER-fluids in shear mode [5,8]; thus, ER- 
effects are more effective when used in the squeeze-flow mode, especially in order to suppress higher frequency vibrations. 
This investigation used ER-fluid in a squeeze-flow mode. 

Leitmann and Reithmeier [7] investigated an analytical model of a semi-active control scheme that suppresses the 
vibration of a system subjected to dynamic loads. The control scheme changes the stiffness and damping properties of a sys- 
tem through the rheological effects of the ER-fluid by automatically turning "on" or "off" the electrical field during the load- 
ing process. Because the changes are instantaneous, the delay problem associated with the typical active control scheme does 
not exist. This approach is called a "bang-bang scheme". A bang-bang scheme proposes to bound the response for a wide 
range of frequencies and that the bounded response values are smaller than those of the system when the maximum rheological 
effect is maintained for the total duration of response. 

2.3 Bang-bang control scheme 

A single-degree-of-freedom system (SDOF), shown in Fig. 1, demonstrates the applicability of the semi-active control system. 
A rigid body of mass, m, is mounted on a spring with a spring constant, k, and a damper with a damping coefficient, c. The 
spring constant, k, and the damping coefficient, c, are functions of the imposed voltage, u. If z is the relative displacement of 
the mass, m, relative to an inertial reference, the equation of motion of the system becomes 

mt + c(u)z + k(u)z = fit) (1) 

The values of k(u) and c(u) vary due to the rheological effect of the ER-fluid, and the amount of the change is a func- 
tion of the imposed voltage, «, as shown in Fig. 2. The imposed voltages, u, in the bang-bang control scheme are in an on or 
opposition only, namely, u=umax or u=0, respectively. Thus, if the imposed voltage, u, is normalized with respect to its maxi- 
mum value so that« = u/umax, then « = 0 or /, and the following values are defined: 

for M - 0 -> c(5) = Cf., k(ü) = k„ (2) 

for M = 1 -> c(U) = c        , k(u) = k ( 3 ) v  '       max'    v  '        max v J' 

in general:   c{ü) = cQ + {dc)ü  , k(ü) = kQ + {dk)ü (4) 

where dc and dk are the damping and stiffness increments due to the rheological effect. 

If the state of the system [z(t), i(t) ] is represented by the vector x, then the state equation becomes 

* = [A0(m, cQ, kQ) + B (m, de, dk)ü]x + BAm)f(t) (5 ) 

where A0, Bg, and B^ are defined as follows: 

[     0 1 
A°"   (rkQ)/m (rc0)/m 
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B    = 
g 

0 0 
(-dk)/m (~dc)/m 

and Bf = 0 
1/m 

Furthermore, A0 and Bg, can be associated as follows: 

A 

in terms of which the state equation becomes 

An + B u i        0      g 

x = A.  x + Brf 

(6) 

(7) 

The imposed voltage, u, which is a function of z and 2, is chosen so that for all t positive, the state of the system should 
be as close as possible to the original state, independent of the disturbing force, f(t). This condition can be achieved if the norm 

of the vector x on a given positive definite matrix,    e 9? 
ü(t) to on and off for any perturbing force, f(t). hoi = I T 

x(0      x(0. 
, is as small as possible by switching 

To minimize \\x(t-l     , let V(x) = x Px . 

A T T" 
Hence,      L,    t\(&) - —V{x( .) = x  Px+x  Px 

\x>l) at      \f) 

The feedback control will minimize L(xt)(ü) for every (x,t) to guarantee that   x,f    j\£x(t,   . Substituting x, from Eq. 2 
into Eq. 3 gives 

:(x,t)W = "(*) + *(*)" (8) 

where a(x) and b(x) are functions of x that can be computed using Eqs. 2 and 3. The M has a direct influence only on the term 
b(x) = xTRx, where R = (PBg+Bg

TP). Since the bang-bang control scheme turns ü to 0 or 1, only the sign of b(x) is needed, 
that is, H should be off when b{x) > 0 and « should be on when b(x) < 0. 

2 
On the state plane, 5?  , the on and oj^zones are bounded by two straight switching lines, g1 and g2> as shown in Fig. 3. 

These are the manifolds where the value of b(x) = 0 and are defined as follows: 

gx= {x e5R  \B    x = 0} = {x e 9?  |(d*)z + (dc)i = o} 

2\r„T 

1 

g2= {xeW 

^_       n . 
where Jx = x    - 

To guarantee the stability of this control scheme, let P = 

matrix 

Bg  P-J~\  x = 0} = {x e5H  |p3z+p2z = 0} 

(9) 

(10) 

0-1 
1  0 

x, andp2 andpj are elements of the matrix P. 

PlP3 

P3P2 
P3 

$1 be a Lyapunov matrix so that the 

Qi = -(PAi+Ai P) will be always definite negative for any matrix A,-. Thus the values of £ and r) have to satisfy the following 
conditions: 

[Z,-r\k(ü)-c(ü)]   <4k(ü)(r)c(ü)-l) 

min{r\c(ü),^T]} >1 

^,r\,p3>0 

(11) 

(12) 

(13) 
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3 EXPERIMENTAL MODEL AND TEST FACILITIES 

3.1 Test facilities 

The experimental work was carried out using the Material Testing System (MTS) machine at the Davis Hall Structural 
Laboratory, University of California at Berkeley. The testing machine is equipped with an adjustable load frame to set the test 
specimen. A hydraulic system provides the energy source to bring the 35-kips hydraulic actuator to the desired position. A five 
gallon-per-minute servo-valve regulates the fluid flow rate into the actuator cylinder in direct proportion to the magnitude of 
the control signal. The polarity of the control signal determines the direction of the piston strokes. The direction and magnitude 
of the piston strokes are captured by two types of transducers: a load cell or a linear variable displacement transducer (LVDT). 
The signal captured by the transducers is filtered through a conditioner module so that the output signal is in a suitable range. 
A feedback selector module selects the output of the particular conditioner that is used to control the hydraulic actuator. 

A displacement control mode was used in this experiment. The signal selected by the feedback selector was applied to 
the servo-controller (servac). This compares a command signal representing the desired stroke and feedbacks the signal repre- 
senting the actual stroke. If the command and feedback signals are not equal, the servac adjusts the servo-valve so that the dif- 
ference is reduced to zero and the close-loop becomes balanced. 

Harmonic and white-noise displacement signals were used as input commands and were generated by external signal 
generators. The harmonic signals were generated using a Beckman 9010 function generator, and the white-noise signals were 
generated using another signal generator. 

3.2 SDOF model and properties 

The test specimen was an electro-rheological squeeze-flow cell previously tested as a simple and compact damping 
device [8]. The specimen consisted of two electrodes, each one made out of copper discs, 50 mm in diameter. The lower elec- 
trode was connected to the high-voltage power supply and located inside a chamber constructed of insulating materials with an 
outside diameter of 80 mm and a height of 76 mm. This chamber held the ER-fluid and was attached to the head of the hydrau- 
lic actuator of the testing machine. The upper electrode was grounded and attached to the bottom surface of an upper cylinder 
that could be lowered into the chamber. The upper cylinder—constructed of insulating materials—supported a mass of 61.60 
kg. This mass was free to vibrate vertically while guided by a linear bearing located on a vertical shaft that was hung to the top 
of the load frame of the testing machine. Fig. 4 shows a photograph of the test set-up. 

A coil spring with a spring constant of 275 lb/in was used to maintain separation of the electrodes. The ER-fluid used in 
this experiment was a suspension of zeolite in silicone oil [5] and was subjected to tension and compression as the mass on the 
top of the cylinder vibrated due to the input at the bottom of the chamber. 

3.3 Instrumentation of the model 

Each test used a pair of linear variable displacement transducers (LVDT's) of sprung armature type to measure the dis- 
placements at the base of the model and at the moveable mass, so that the deformation of the moveable mass could be deter- 
mined. A linear velocity transducer from Trans-Tek Inc. was used to measure the relative velocity between the moveable mass 
and the base of the specimen. These three transducers were connected to CD19A MCI system amplifiers before the signals 
were sent to the data acquisition board. 

To perform the experiments using the bang-bang control scheme, it was necessary to implement a control program to 
compute the sign of b(x) for all time t. Once the sign of b(x) was obtained, a multifunction analog input/output board RTI-815 
was used to send a command of "contact" or "release" to the vacuum relay to control the transmission of the high voltage to the 
test specimen. The time history of the high voltage sequence used during the bang-bang configuration was recorded during the 
test. A thermometer was inserted into the ER-fluid chamber to measure the temperature change in the ER-fluid during the test. 

3.4 High-voltage supply scheme 

To produce the rheological effect on the ER-fluid, a power supply unit, with a 5 kiloVolt DC capacity and variable elec- 
tric current of 1 to 10 milliampere DC, was used to induce high voltage into the lower electrode . With the exception of the 0- 
Volt experiments, the power supply switch was turned on all the time. The flow of the electric current to the mechanical system 
was controlled through the contact and separation of a high-voltage vacuum relay RF53A from Jenning Corp. The high voltage 
in the lower electrode changes the properties of the ER-fluid instantaneously. The relay has a maximum operating time of 15 
millisecond between opening and closing with an operating voltage of 12 kiloVolts DC between terminals. A block diagram of 
the close-loop of the high-voltage control system used for the bang-bang control scheme is shown in Fig. 5. 

133 



3.5 Data acquisition 

This test series used Labtech Notebook for Windows for data acquisition. The signals were digitized by a digital analog 
system, DAS-1600, which has a 100 k-samples/sec capacity. A sampling rate of 200samples/sec was used in these test series. 
The data acquisition system could monitor simultaneously two channels during the test. 

4 Test program 

4.1 General 

In addition to the identification tests to determine the properties of the ER-fluid, the specimen was tested under four dif- 
ferent configurations: zero voltage, maximum voltage, bang-bang 1 control scheme, and bang-bang 2 control scheme. The 
bang-bang 1 configuration used -p2 as the slope of the switching line g2, and the bang-bang 2 configuration used the horizontal 
axis as the switching line g2. The maximum voltage applied in this experiment was 5 kilo Volt DC, so that during the bang- 
bang control configurations the high-voltage supply was switched to 0 or 5 kiloVolt. Each configuration was subjected to a set 
of harmonic waves, sweep harmonic waves, and white-noise signals. 

The rheological effect is obtained by adjusting the distance between the two electrodes using spacers below the coil 
spring. In this experiment, a 25mm spacer was inserted producing an initial 5mm gap between the upper and lower electrodes. 
The relative displacement amplitudes were limited to ±4 mm. 

4.2 Electro-rheological fluid properties-identification tests 

Three parameters were needed to perform the bang-bang control tests; dk and dc represented the stiffness and damping 
increases due to the rheological effect, and p2 was used to guarantee the stability of the process. The identification tests con- 
sisted of a set of ten tests using random-noise input motions. A total of ten tests were conducted. The first five tests were con- 
ducted using a configuration of the system without imposed voltage, and the remaining five tests were carried out for a 
configuration of the system with maximum imposed voltage. The Fourier spectra of the displacement of the vibrating mass 
were calculated, smoothed,and averaged for each case. The natural frequency and fraction of critical damping for each config- 
uration were obtained from these spectra 

The stiffness, k0, and the damping value, c0, were obtained from the system without imposed voltage, and the stiffness, 
kmax< and me damping value, cmax, were obtained from the tests results of the system with maximum imposed voltage. The dif- 
ferent stiffness and damping values of the two configurations represent the changes of the mechanical properties of the ER-fluid 
due to the imposed voltage, parameters dk and dp respectively. Once dk and dc were obtained, the matrix P was calculated using 
Eqs. 7, 8, and 9. The range of the values from which the normalized element of matrix P, £, r| can be chosen is shown in Fig. 
6. The mechanical properties of the system used for the bang-bang control tests, k0, c0, kmax, and cmax, is shown in Table 1. 

4.3 Harmonic tests 

Two types of harmonic tests were carried out, the simple harmonic tests and the sweep harmonic tests. The objective of 
the simple harmonic test was to observe the sensitivity of each configuration, OkV, 5kV, bang-bang 1, and bang-bang 2, to a 
single frequency component. The model was subjected to sinusoidal input motions at selected frequencies around the esti- 
mated resonance frequency of the various configurations. The selected frequencies were 3.5 Hz, 4.0 Hz, 4.5 Hz, 5.0 Hz, and 
5.5 Hz, with a maximum input displacement set to 0.51mm. Table 2 compares the maximum relative displacement and veloc- 
ity of the mass for the different configurations for various input frequencies. 

A sweep of sinusoidal waves across a frequency range of 1.0 Hz to 10 Hz was applied to each of the four configurations 
to verify if the mass displacement remained bounded within this range of frequencies. In order to observe the dominant fre- 
quency, the Fourier amplitude spectra of the mass displacement had to be normalized with respect to the Fourier amplitude 
spectra of the input displacement. This normalization was necessary because the servo-valve capacity of the testing machine 
was constant, 5 gallon per minute, and it was unable to produce a constant amplitude input displacement. 

5 TEST RESULTS 

The results of the simple harmonic tests show that for the same frequency of harmonic support motions, the response of 
the system with maximum imposed voltage is smaller than the response of the system without imposed voltage. The displace- 
ment response of the system with maximum imposed voltage is reduced by 60%, compared to the system without imposed 
voltage for forcing frequencies close to resonant frequency. The reduction in response is smaller for frequencies far from the 
resonant frequency. 
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The test results for the system using the bang-bang 1 configuration show no significant reduction in response compared 
with the results from the system with maximum imposed voltage. Because of the electro-rheological effect, the stiffness incre- 
ment, dk, is small (10%), whereas the increment on damping value, dc, is very large (250%). Therefore, the switching lines, gj 
and g2 are very close and the voltage off zone becomes very small and the voltage remains on most of the time. The system 
with the bang-bang configuration, however, is more advantageous than the system with maximum imposed voltage configura- 
tion because it needs less electric current to operate. This is important because it was observed that after long-term use, the ER- 
fluid can be damaged (burned) and its rheological effect is thus reduced. Fig. 7 show the comparison of the responses of the 
systems without imposed voltage, with maximum voltage, and with bang-bang 1 controller. 

The switching line in the bang-bang 2 configuration is horizontal, therefore, the off zone in bang-bang 2 is off longer 
than the off zone in the bang-bang 1 configuration. Because the response is larger than the response of the system with the 
maximum imposed voltage, the test results for the system with the bang-bang 2 configuration are not significant improved. 

A comparison of the amplification factors for the system with three configurations without imposed voltage, with max- 
imum imposed voltage, and with the bang-bang 1 configuration is shown in Fig. 8. The results show that the amplification fac- 
tors of bang-bang 1 and maximum imposed voltage are almost the same in the frequency range considered. 

The system for the four configurations (without imposed voltage, with maximum imposed voltage, with the bang-bang 
1 control, and with the bang-bang 2 control) were subjected to the sweep harmonic input in the frequency range of 1 to 10 Hz. 
The results show that the Fourier spectra are similar for the maximum imposed voltage configuration and the bang-bang 1 con- 
trol. For the wider range of frequencies, the responses of these two configurations are smaller than the responses of 0-voltage 
and the bang-bang 2 configurations. 

The mass displacement Fourier spectrum—normalized with respect to its input Fourier spectrum and shown in Fig. 
9are comparable to the spectrum of the pure harmonic tests shown in Fig. 8. The small shift of the frequencies at the peak val- 
ues of the spectra represents the shift of predominant frequency or change on the value of stiffness for the system with and 
without imposed voltage. 

6 COMPARISON with THEORETICAL SIMULATION 
A theoretical simulation of the response was performed using the values of c0, k0 and cmax , kmax obtained from the 

analysis of the experimental data (Table 1). The c values obtained were the values corresponding to the predominant frequency 
of the systems. The theoretical response was not always in good agreement with the test results. 

This disagreement prompts the question of whether or not c and k are frequency dependent. Fig. 10 shows the plot of c 
values obtained from pure harmonic tests for the system without imposed voltage and for the system with maximum imposed 
voltage. The c values are not constant for each configuration, rather they change for every excitation frequency. Using these 
specific values of c for its corresponding excitation frequency, theoretical steady-state responses were in very good agreement 
with the responses obtained in the experiments, shown in Fig. 11. 

According to Leitmann & Reithmeier's [7] analytical simulation, the bang-bang 1 control configuration should reduce 
the response more effectively than the configuration with maximum imposed voltage. This was not achievable in this experi- 
ment using this particular type of ER-fluid and the maximum voltage supply of 5kV. The bang-bang control configuration 
should yield better results if the properties of the ER-fluid were in a certain range so that the ER-effect was optimum, while the 
algorithm remained stable, as shown in Fig. 12. If the variation in damping, dc, is large and the variation in stiffness, dh is 
small—as in the ER-fluid used in this experiment—the parabolic function of Eq. 7 for both systems is almost concentric and 
the bang-bang control is not effective; however, even if dc is large, dk cannot be too large, because, as shown in Fig. 12, the 
parabolic function will drift apart negating a stable solution. To obtain the most efficient bang-bang control scheme for this 
algorithm, dk should be in the range of 20-30%, while dc should be about 100-150%, thus enabling the system to experience 
significant change on its predominant period and its damping values. 

7 SUMMARY and CONCLUSION 
The electro-rheological effect changed the mechanical properties of a mechanical system under dynamic load. 

The bang-bang control configuration is an effective and stable method to reduce the dynamic response of a mechanical 
system, although the response reduction level is not large. A comparable reduction in response was obtained for the control 
configuration that maintained maximum imposed voltage for the total duration of response. The bang-bang control configura- 
tion, however, needed less electric current than the configuration with constant maximum imposed voltage. This is an advan- 
tage because the use of high levels of electric current over a long period of time can deteriorate the properties of ER-fluids. 
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Additional tests using different electro-rheological fluids and higher levels of voltage are suggested. An ER-fluid that 
produces larger changes in stiffness, more than the 10% achieved with the fluid used in these tests, may improve the behavior 
of the system. The fluid must also provide changes in damping of greater than 100%. Future studies should be performed to 
investigate a damping model that includes the frequency and voltage dependency,  c(ü, co) , instead of voltage dependency, 
c(«) , alone. This is an important parameter affecting the controlled response of the system. 
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Table 1: : Mechanical properties of the system 

Without Imp. Voltage With Max. Voltage 
Increment - ER-fluid 

properties 

Stiffness (lb/in) 

Damping (lb-sec/in) 

Damping Ratio (%) 

275 

1.18 

6 

295 

4.07 

20 

20 (10%) 

2.89 (245%) 

Table 2: : Maximum Values of Mass Displacement and Velocity Subjected to Harmonic Inputs. 

Input Signal 

Harmonic 3.5 Hz 

Without Imp. Voltage With Max. Voltage Bang- jang 1 Bang- >ang 2 

Disp. Vel. Disp. Vel. Disp. Vel. Disp. Vel. 

0.0253 0.5387 0.0159 0.3215 0.0160 0.3373 0.0229 0.4701 

Harmonic 4.0 Hz 0.0517 1.2000 0.0321 0.7163 0.0318 0.7227 0.0461 1.0411 

Harmonic 4.5 Hz 0.1185 3.1143 0.0799 2.1620 0.0683 1.7940 0.0772 2.0754 

Harmonic 5.0 Hz 0.0615 1.8285 0.0482 1.4129 0.0503 1.4939 0.0435 1.3046 

Harmonic 5.5 Hz 0.0369 1.2270 0.0294 0.9654 0.0332 1.0989 0.0288 0.9633 
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Figure 1: Analytical model of the SDOF system.        Figure 2: Variation of stiffness and damping with imposed 
voltage. 

Velocity 

max> ^max 

Displacement 

Figure 3: Switching lines gj andg2 ontne state plane. Figure 4: Photograph of the test set-up. 

137 



Input Displacement 

High-voltage 
power supply 

1D0F System 

Bang-bang 
Control Conditioner 

\' 
Analog I/O board 

RTI815 

/\ 

Voltage 
ON/OFF 

Relay RF53A °r 100     200     300     -"00     500     600     700 

Figure 5: Close-loop of the high voltage control system for 
the bang-bang scheme 

Figure 6: Range for % and T) values 

> 

s 
s 
«       w 

2 4 
time - s«c. 

Figure 7: Responses for the three systems. 

10r- 

at- 
i 

7t- 
I 3.      1 

3 si- 

■3     I 
3   *h 

31- 

21- 

ih 

3.5 4.5 
fraquancy- Hz. 

Figure 8: Amplification factor of the system subjected to 
pure harmonic motions. 

138 



9h 
I 
I 

8h 

-(-■ 

3   oh' 

o     | 

I 5r 
> 
a. 

■=  3h 

-•- 3kV<Ht 

-o- OKVolt 

frequsflcy - Hz. frequency - Hz. 

Figure 9: Amplification factor of the system subjected to pure Figure 10: Damping versus frequency of the system subjected 
harmonic motions. to the pure harmonic input. 

0-OSp- 

-0.0Sh 
a 

0.1 r 

ow\j 

ojjjWAj 
-Oih- 

^JWVWWVWl 

o^mmmmm 

0.02r- 

mtmiwmm \    4 
-0.02^- 

o.osp 

-O.QSh 

I 

mmBk 
a 

0.1 r- 

oy 

io-s- 

|0.Sr 

200        <M3        300        300 

Figure 11: Comparison of theoretical and experimental Figure 12: Range of \ and r| values for several combination of 
responses of system subjected to pure harmonic input. dk and dc.. 

139 



Large-scale ER-damper for seismic protection 

Scott McMahon3 & Nicos Makrisb 

aDept. of Civil Engrg. and Geological Sciences, Univ. of Notre Dame, IN 46556 
bDept. of Civil and Env. Engrg., 711 Davis Hall, Univ. of California, Berkeley, CA 94720 

ABSTRACT 

A large scale electrorheological (ER) damper has been designed, constructed, and tested. The damper consists of a main cylin- 
der and a piston rod that pushes an ER-fluid through a number of stationary annular ducts. This damper is a scaled-up version 
of a prototype ER-damper which has been developed and extensively studied in the past3'7. In this paper, results from compre- 
hensive testing of the large-scale damper are presented, and the proposed theory developed for predicting the damper response 
is validated. 

Keywords: electrorheological damper, seismic protection 

1. INTRODUCTION 

Semi-active devices combine the benefits of active structural control with the benefits of passive damping. While the 
semi-active control device cannot add to the energy of the system as in active control, its mechanical properties can be varied 
in order to optimally dissipate energy and control vibrations. Several advantages of semi-active devices over active devices 
include: smaller power requirement, improved reliability, and reversion to a passive device in the event of a power failure3. 
Different types of semi-active dampers have been proposed and investigated to dissipate vibratory energy. Two of these are 
controllable fluid dampers3''7 and variable orifice dampers6'5. Controllable fluid dampers utilize electrorheological (ER) or 
magnetorheological (MR) fluids to modify mechanical properties through the application of electric or magnetic fields. In this 
way, damping characteristics of the devices can be controlled to provide an optimal structural response. 

Recently, a prototype ER damper with a damping constant of C = 700 lb-s/in at E = 0 kV/mm was constructed and 
tested at the University of Notre Dame3//. In this paper, the development and testing of a large-scale ER damper with C = 
18,600 lb-s/in (two bypasses) and C = 12,400 lb-s/in (three bypasses) is presented along with the validation of existing meth- 
odologies to predict the damper response using the developed theory of flow of viscoplastic materials. Of particular interest is 
the scalability of these methodologies from small to large-scale devices. In order to validate existing theories that predict ER 
damper response, dynamic testing was conducted using the arrangement shown in Figure 1. 

2. ELECTRORHEOLOGICAL FLUID 

The ER fluid used within the test damper is a suspension of crystalline alumino-silicate powder, or zeolite, in a silicone 
oil carrier with a specific gravity of 0.970 and kinematic viscosity of 1000 cSt. Particle concentration in the fluid is 46.8% by 
weight. Results from oscillatory and steady shear viscometric tests of the ER-fluid used have been presented in Makris et al. 
(1996), Jordan et al. (1997) and Burton (1996). Figure 2 shows the dependence of the yield stress, Ty, of the material on the 
electric field. This indicates that this ER fluid is approximately proportional to E2. 
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Figure 1. Large-Scale ER Damper and Testing Arrangement. 
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Figure 2. Yield stress of ER-fiuid used as a function of electric field. 
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3. EXPERIMENTAL PROGRAM 

3.1 Test setup 
A hydraulic actuator, with a load rating of 250 kN (55 kips) and a 152.4 mm (6 in) stroke length induces a specified 

uniaxial displacement to the test damper. Actuator piston rod displacement is measured by a linear variable differential trans- 
former (LVDT) mounted within the actuator. Damper force measurements are made through a stationary load cell mounted 
between the damper and the reaction frame. 

The large-scale damper consists of an outer cylinder and a double-ended piston rod that pushes ER fluid through a num- 
ber of stationary annular ducts. The damper can accommodate four bypass attachments to the main cylinder. The configuration 
shown in Figure 1 depicts the ER damper with two bypasses. A 12.7 mm (0.5 in) diameter stainless steel rod runs through the 
center of the bypass and is isolated from the system by teflon supports at each end. 

Voltage for testing the ER effect is supplied to the system through a variable power supply and a high-voltage amplifier 
with a gain of 1000 V/V and output voltage of 0 to ±10 kV at a current of 0 to ±2.0 mA. The voltage is applied to a cathode 
which is a rod concentric to the bypass, and linked in parallel to the rods of the other bypasses. Ground wire is attached to the 
outside of all bypass cylinders. 

Temperature measurements are made in two locations. The first is made by a surface thermocouple attached to a bypass 
cylinder. The second is made by a thermocouple probe which reads the temperature of the fluid at the core of the main cylin- 
der. Both thermocouples are connected to panel meters for digital display. The recorded temperature should not exceed 240°C 
(450*F) to prevent damage to the insulators. 

3.2 Experimental testing 
Harmonic displacement histories were induced on the damper for the two and three bypass setups. The bypasses have 

gap width, h, of 1 mm and length, L, of 15 cm. The setups are tested with an applied electric field, E, of 0 and 3 kV/mm. Force 
response data is recorded and compared to the predicted response. 

Figure 3 shows a recorded force-displacement loop at very small piston velocities with E = 0 kV/mm. At reversal of 
motion, there is a net force drop of approximately 900 N (200 lbs) which is due to the friction at the damper seal. The friction 
force, Pf is present in all experiments and is approximately 450 N (100 lbs). 

E=0 kV/mm 

f=0.1 Hz 

-0.08     -0.06     -0.04     -0.02 0 0.02        0.04 

DISPLACEMENT [inl 

Figure 3. Recorded Force-Displacement loop at small piston velocities 
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Temperature dependence is in general an important design consideration for ER dampers in that it has been shown that 
temperature has an effect on the mechanical and electrical properties of ER fluids. The problem of estimating temperature 
increase due to viscous heating in passive and semi-active dampers has been addressed elsewhere*. One consequence of this 
temperature dependence is an increased current requirement for an increased fluid temperature^ Herein, the current investiga- 
tion was conducted at a nearly constant outer surface temperature of 26.5°C (80°F). 

One of the goals in ER damper design is to maximize the controllable force of the damper. This is accomplished by 
maximizing the yield force compared to viscous forces. At larger flow rates, the damping forces from viscous stresses domi- 
nate over damping forces from yield stresses, rendering the ER-effect less significant. In order to make the ER damper more 
effective at higher piston velocities, either a fluid with a lower viscosity and/or higher yield stress must be used or the flow rate 
must by maintained small across the bypass. Flow rate can be reduced by either increasing the gap width in the duct or by 
increasing the number of bypasses. The damper has been designed to accommodate four bypasses. This investigation analyzes 
the response results from the damper with two and three bypasses. Because the flow velocities in the bypasses are decreased, 
another benefit of the addition of bypasses is that temperature effects from viscous heating are reduced. 

4. PREDICTION OF DAMPER RESPONSE 

Prior investigation has indicated that for small piston velocities, the pressure drop across a piston for an ER damper can 
be adequately modeled by7 

Ap = 12QT!0L l 

APh 

where Q is the flow through the bypass and is given by 

%dh3 1_^+4fsVrLV (^ •&)¥ 

%(dl -d2
r) 

e(0 = ü(t)     "4n (2) 

Equation (1) was derived for a rigid-visco-plastic material7 and is a nonlinear cubic equation in AP, which can be 
expressed as 

AP3 _ (3vgnCJrjjj + l^ßyP2 + 4(T>.sgn(Yxr))3gJ = 0 (3) 

The solution of (3) is available in standard mathematical handbooks^. In the limiting case of a purely viscous material 
(Ty=0), Equation (3) collapses to 

l2r\nLQ 

Predictions of damper response using Equation (3) are shown in Figure 4 for two bypasses and Figure 5 for three 
bypasses next to recorded data at E = 0 kV/mm and E = 3 kV/mm. For the model used, xy = 1.7 kPa and r(0 = 6 Pa-sec and 6 
Pa-sec for E=0 and 3 kV/mm respectively. As these figures show, the proposed model adequately predicts damper response for 
small piston velocities (up to 0.2 in/sec) but does not capture satisfactorily the damper behavior at higher velocities. This is 
because at higher piston velocities, leakage through the piston head increases, thereby reducing the pressure drop. In addition, 
Equation (1) assumes that flow does not depend on end effects. Nevertheless, it is interesting to note that if t is the width of the 
small gap between the piston head and the damper cylinder, the area through which leakage occurs is: Aj = 2nrpt. On the other 
hand, the area of the piston cylinder is Ap = rorp

2, so the ratio of the volume rate of fluid that leaks to the fluid that advances is 
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2trp. Accordingly, the bigger the piston diameter the smaller the fraction of the fluid that leaks. This is probably the reason that 
in the small damper an average viscosity value of 7 Pa-sec resulted in a good prediction of the force, whereas in the large 
damper, a value of 6 Pa-sec is enough to predict the measured forces. 

Figure 6 shows that the addition of bypasses gives greater control over the damping force caused by yield stresses as 
predicted by the above equations. 

5. CONCLUSIONS 

In this paper the issue of scalability of ER dampers has been addressed. A large-scale ER-damper has been designed 
and tested. The recorded response was used to validate a proposed theory that predicted successfully the response of a smaller 
prototype ER-damper. It was found that the existing theory is capable to predict satisfactorily the large damper response at 
small velocities. It was observed that since the volume fraction of the fluid that leaks to the fluid that advances is smaller as the 
diameter of the damper increases, a slightly smaller value of fluid viscosity was needed to predict the force-displacement loops 
of the large damper. 
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EXPERIMENT PREDICTION 
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Figure 4. Comparison of Experimental Results to Predicted Response for E=0 kV/mm and E=3 
kV/mm with Two Bypasses. From Top to Bottom (frequency/amplitude): 0.1 Hz/0.2 
in; 0.2 Hz/0.1 in; 1.0 Hz/0.1 in. 
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EXPERIMENT PREDICTION 
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Figure 5. Comparison of Experimental Results to Predicted Response for E=0 kV/mm and E=3 
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Figure 6. Comparison of Experimental Results for E=0 kV/mm and E=3 kV/mm with Two and 
Three Bypasses at 0.1 Hz/0.05 in. 
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Design Rules for MR Fluid Actuators in Different Working Modes 
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ABSTRACT 

The behaviour of actuators based on magnetorheological fluids is determined by a variety of parameters. The 
magnetorheological properties of the MR suspension, the working mode (shear mode, flow mode, squeeze mode) and 
the design of the magnetic circuit consisting of MR fluid, flux guide and coil all considerably influence the properties 
of the actuator. This paper presents design rules for MR fluid actuators in different working modes. The behaviour of 
MR fluids in the three working modes was investigated by using a rotational viscometer, a flow mode damper and a 
new measuring technique working in the squeeze mode. The measurement results for various magnetic flux densities 
are reported and the results of the different working modes are compared. High dynamic damping forces dependent 
on the magnetic field can be achieved especially in the squeeze mode . The design of the magnetic circuit of an MR 
fluid actuator is analysed by using finite-element-methods. The advantages of integrating permanent magnets into 
the magnetic circuit of an MR fluid actuator are pointed out. The working point of the actuator can be adjusted by 
permanent magnets without consuming any power and the maximum power required to drive the actuator can be 
reduced. From these results design rules for MR fluid actuators are developed. 

Keywords: magnetorheological fluid, damper, clutch, squeeze mode, actuator 

1    INTRODUCTION 

Under the influence of an magnetic field magnetorheological fluids (MR fluids) show a continuous increase in 
the flow resistance of several dimensions within some milliseconds.1 The first reports on suspensions that react on 
a magnetic field with a reversible change of their flow properties can be dated back to the 1940s.2 The magnetic 
particles of the MR fluid suspended in a low-permeable base fluid form under the influence of a direct or alternating 
magnetic field magnetic dipoles which align according to the magnetic field and form chains and agglomerates along 
the magnetic field lines. These structures can be mechanically loaded and lead to the formation of a yield stress 
dependent on the magnetic flux density and a flow resistance continuously variable by the field amplitude. 

The behaviour of actuators based on magnetorheological fluids is determined by a variety of parameters. The 
rheological and magnetic properties of the MR fluid, the working mode and the magnetic circuit (flux guide, coil) all 
considerably influence the design and properties of the actuator. 
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2    MR SUSPENSIONS 

There are different types of MR fluids. The micro MR suspensions consist of ferromagnetic particles (e.g. carbony 
iron alloy ) in mineral or silicon oil. The percental share of particles lies between 20% and 60% by weight, and the 
diameter of the particles is d > 1 fim. Shear stresses of up to 100 kPa can be transmitted with micro MR suspensions.3 

But some of these systems show a strong tendency towards sedimentation and abrasion. 

High sedimentation stability and an abrasion which can be neglected in practical application can be attained 
by employing nano-sized particles (d < 30 nm).4 Nano-sized magnetic particles are soft ferrites prepared by a wet 
chemical technique. The dispersing layer consists of molecules carrying on average more than five charges. All 
components are stable at high temperatures in air and are non-toxic. The total solids content is about 60 % weight. 

Another type of MR suspensions can be realised by injection of nonmagnetic particles in a magnetic colloid fluid 
(ferrofluid). Under the influence of a magnetic field, the nonmagnetic particles form structures and the flow resistance 
increases.1 

MR suspensions are superparamagnetic, their magnetic behaviour (magnetization vs. magnetic field strength) is 
hysteresis-free, they have a saturation magnetization and a permeability that depends on the magnetic field strength. 
The maximum yield stress is particularly determined by the concentration and magnetic saturation of the suspended 
particles.5 As the magnetic saturation of carbony iron alloy is much higher than the magnetic saturation of ferrite, 
the maximum of shear stresses transferable by MR fluids based on carbony iron particles is much higher than that 
of MR fluids with ferrite particles. The saturation magnetization determines the maximum of transmittable shear 
stresses.5 

3    WORKING MODES 

Actuators with MR fluids operate in three working modes depending on the type of deformation employed (cf. 
Fig. 1): shear mode, flow mode or squeeze mode. In the case of the shear mode, the MR fluid is located between 
surfaces moving in relation to each other with the magnetic field flowing perpendicularly to the direction of motion 
of these shear surfaces. The shear stress can be controlled by the magnetic field. Clutches based on MR fluids work 
in the shear mode. In the flow mode the MR fluid flows directly between static pole pieces. The flow resistance and 
thus the pressure drop Ap = p1 - p2 can be controlled by the magnetic field which runs normal to the flow direction 
(valve principle).  Electrically controlled vibration dampers and shock absorbers can be realized by integrating an 
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Figure 1: Working modes of MR fluid actuators, a shear mode, b flow mode, c squeeze mode 

149 



MR fluid valve. In the squeeze mode the MR fluid is squeezed by a normal pressure (cf. Fig. 1 c). A squeeze now 
develops. The normal force required for the movement of the surface can be adjusted by varying the magnetic flux 
density. Using the squeeze mode, vibrations with high forces and low amplitudes, e.g. at machine tools, can be 
damped. 

4    Shear Mode 

4.1    Rotational Viscometer 

The characterization of MR fluids in the shear mode can be achieved by using commercially available rotational 
viscometers modified for the measurement of MR fluids.6 The behaviour of MR fluids in the shear mode was 
investigated by the use of a double gap system. Both pole pieces form two 90°-segments of the outer cylinder. The 
cylinder is completed by two 90°-segments made of low-permeability material. The inner cylinder also consists of 
high-permeability material to guide the magnetic flux and of low-permeability material to complete the cylindrical 
form.6 

4.2    Measurement Results 

Figure 2b shows an increase of the shear stress r with a growing magnetic flux density B for the nano MR 
fluid 132 of the BASF AG. For low magnetic flux densities B < 50 mT, the increase of the shear stress corresponds 
to a power function. The rise of the curve is nearly constant in the range 50 mT < B < 100 mT. The saturation 
magnetization of the nano MR fluid amounts to Ms = 130 mT. This results in a slight increase of the shear stress for 
B > 150 mT. The basic viscosity of the nano MR fluid is r)0 — 1.4 Pas at a temperature d — 50° C and a shear rate 
D — 1000 s-1. Figure 2a shows the flow curves recorded in the rotational viscometer. A yield stress which depends 
on the magnetic flux density is formed. The shear stress increases continuously with a growing shear rate for shear 
rates D < 500 s_1.  Under the influence of a magnetic field the shear stress is nearly independent of the shear rate 
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Figure 2: Shear stress vs. shear rate for magnetic flux densities B = OmT (O), B = 100mT (x) and B = 200mT 
(D) (a) and shear stress vs. magnetic flux density at a shear rate D — 1000 s-1 (b) at a temperature -d = 50°C for 
the nano MR fluid 132 of BASF AG 
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for shear rates D > 750 s-1. Without a magnetic control field, the nano MR fluid shows a shear-thinning behaviour. 
Figures 3a and 3b show the shear stress in dependence of the shear rate and the magnetic flux density for an MR 
fluid of Bayer AG. As this sample has a relatively low particle content the basic viscosity is with 770 = 0.11 Pas at a 
temperature ■d = 25°C and a shear rate D = 1000 s-1 much lower compared to a nano MR fluid. As the magnetic 
saturation of this suspension is higher than the magnetic saturation of the nano MR fluid, the shear stress of MR 
fluids of Bayer AG continuously increases with a growing flux density also for magnetic flux densities B > 150 mT. 
Much higher shear stresses than those displayed in Figure 3 can be achieved by increasing the particle content. Even 
the shear stress of the MR fluids of Bayer AG is for shear rates D > 750 s_1 nearly independent of the shear rate (cf. 
Fig. 3a). 
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Figure 3: Shear stress vs. shear rate for magnetic flux densities B — OmT (O), B = 100mT (x) and B = 200mT 
(O) (a) and shear stress vs. magnetic flux density at a shear rate D — 1000 s-1 (b) at a temperature t? = 25°C for 
an MR fluid of Bayer AG 

4.3    Clutches 

Clutches based on MR fluids usually work in the shear mode. Figures 4 and 5 show two different coupling 
principles. Disc clutches are already installed as brakes in home trainers in series.7 However, for high revolution 
frequencies of the disc clutch the particles of the suspensions will be segregated by centrifugation, the suspended 
particles move to the edge of the clutch plate. This can be avoided by a cylindrical location similar to the double 
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Figure 4: MR fluid disc clutch 
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gap configuration in the rotatinal viscometer. Fig. 5 shows the magnetic field configuration in the clutch. With a 
control current I = 2 A a magnetic flux density B = 0.3 T in the inner shear gap and B = 0.23 T in the outer shear 
gap is generated. At a total length of the clutch Lc\ = 42 mm and a diameter dc\ = 116 mm a torque M — 3.85 Nm 
at a shear rate D — 1000 s-1 can be transmitted with the MR suspension of Bayer AG shown in Figure 3. 
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Figure 5: Cylindrical MR fluid clutch, on the right half the symmetric distribution of magnetic field lines is displayed 

5    Flow Mode 

5.1    Measurement technique 

The behaviour of an MR fluid working in the flow mode can be examined with a damper with bypass. Two MR 
fluid valves are integrated in the bypass (Fig. 6), each of which has a length Lv = 50 mm. The gap width of the 
valves is wv = 201 mm and the separation of the pole pieces is hv = 3 mm. The piston has a diameter of dp — 38 mm 
and the piston rod of dr = 10 mm. A magnetic field B = 220 mT is generated in the MR fluid valves with a control 
current of / = 2 A in the coil. The magnetic flux density within the valves is homogeneous over the whole valve 
length and the field lines run perpendicular to the flow direction of the MR fluid.6 In a damper test assembly the 
damper makes an oscillating triangular movement, i.e. the piston speed is constant between both stationary points. 
The dynamic damper force and the distance at a given oscillation frequency is measured. As the damper force is 
caused almost exceptionally by the flow resistance of the MR fluid in the valves (the frictional forces of the damper 
can be neglected), the pressure drop above the valves and the volume flow can be calculated out of the damping 
force, the piston speed and the dimensions of the damper. 
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Figure 6: MR fluid damper 

5.2    Measurement results 

The damper was filled with the nano fluid of BASF AG. Figure 7a shows the dynamic force of the damper which 
has been measured and as a result the pressure difference which has been calculated above the two MR fluid valves 
as a function of the magnetic flux density for different piston speeds. Like the shear mode, the pressure drop at 
low magnetic flux densities B < 50 mT increases according to a power function and reaches a limit value just above 
the magnetic saturation of the nano MR fluid. The saturation magnetization determines the maximum adjustable 
pressure drop at the valves. Without a magnetic control field the piston speed vp — 0.27 — corresponds to a shear rate 
D — 1000 s-1 and at this shear rate the dynamic viscosity is, like in the shear mode, rj0 — 1.4 Pas. The dependence 
of the pressure drop on the volume flow Q is shown in figure 7b. The pressure differences at the valves increase with 

mT 200 

Figure 7: Dynamic damping force and pressure drop at the MR fluid valves vs. magnetic fux density at a piston 
speed vp - 0.09 f (O), vp = 0.18 f- (+), vp = 0.27 f (O) und vp = 0.36 f (x) (a) and pressure drop vs. volume flow 
for magnetic flux densities B = OmT (O), B = lOOmT (x) and B = 200mT (D) (b) at a temperature i? = 58°C for 
the nano MR fluid 132 of BASF AG 
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growing volume flow, but the rise of the curve decreases with increasing volume flow. In the flow mode the pressure 
drop Ap is also generated by a shear stress r caused by the sheared fluid, for newtonian fluids it is Ap ~ r. For an 
MR fluid follows 

Ap(B,D) 2r(B,D)^ 

D — Anhear     —     Inflow — 
6Q 

wvh% 

(1) 

(2) 

Figure 8 shows the pressure differences measured in the flow mode at a piston speed vp = 0.27—, this corresponds to 
a volume flow Q = 0.31 j and a shear rate D^OV! = 1000 s-1. The pressure differences, which are calculated according 
to equation 1 from the results displayed in Figure 2b, are also shown. The results from the shear mode and the flow 
mode fit very well. The pressure differences occuring in the flow mode can be calculated from measurement results 
in the shear mode by equation 1. 
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Figure 8:   Pressure drop vs. magnetic flux density at a shear rate D = 1000 s-1 and at temperature -d — 58°C 
calculated from the flow mode (O) and from the shear mode (x) 

5.3    Damper 

MR fluid dampers are usually built up in the flow mode. Apart from the configuration shown in Figure 6, where 
the valves, which control the dynamic damping force of the damper, are arranged in the bypass, the magnet circuit 
(including coil and MR fluid valves) can also be integrated in the piston.8 The bypass is not needed any longer. This 
compact construction, however, requires high power density of the MR fluid. 
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6    Squeeze Mode 

6.1    Measurement technique 

In order to investigate the behaviour of MR fluids working in the squeeze mode, the measuring arrangement was 
used as shown in Fig. 9. The MR fluid is located in two gaps between the static pole pieces of the magnetic flux 
guide and the disc moved by the oscillation generator (Fig. 9). The generation of oscillation z(t) is carried out by a 
piezostack. The MR fluid is pressed out of one gap into the other according to the direction of motion of the disc. 
The basic distance z0 = z(t = 0) between the disc and the pole pieces of the flux guide is adjustable. Furthermore, 
the test assembly is equipped with a displacement sensor to measure the time-dependent movement of the disc and 
a force sensor to determine the time-dependent normal force. The coil generates a magnetic field whose field lines 
are led through the MR fluid by the flux guide parallel to the direction of motion of the disc. 
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Figure 9: Measurement stand for squeeze mode 

6.2 Measurement results 

The basic distance between disc and flux guide was adjusted to z0 — 900 /mi. The disc was driven by a piezostack 
with a sinusoidal oscillation of a frequency of / = 2 Hz and an maximum amplitude z = 80 /zm. The results in Figure 
10 show, that the normal stresses in the squeeze mode are considerably higher than the shear stresses in the shear 
mode. The rise of the curve decreases continuously with growing magnetic flux density. 

6.3 Squeeze mode damper 

A two-dimensional distribution of velocity of the squeeze flow, which interacts with the distribution of compression 
stresses and shear stresses, develops between the driven disc and the fixed pole pieces in the squeeze mode. If the 
shear stress falls below the yield stress of the MR fluid, the MR fluid 'solidifies' within this range. In this case 
the damper has viscose force components as well as elastic ones. The elastic components increase with increasing 
magnetic flux density. 
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Figure 10: Normal stress a vs. magnetic flux density B for the nano MR fluid 132 of BASF AG 

In order to avoid cavitation effects the squeeze mode damper should have a design similar to Figure 9b. Two 
gaps, which exchange the MR fluid in dependence of the moving direction of the disc, prevent the generation of gas 
or vacuum bubbles in the fluid. 

Squeeze mode dampers can damp vibrations of low amplitudes and high dynamic forces, as e.g. in machine tools. 
The squeeze mode damper can damp the high vibration amplitudes which occur in resonance. 

7 DEPENDENCE ON TEMPERATURE 

Figure 11 shows the dependence of the shear stress on the temperature for various magnetic flux densities for the 
nano MR fluid 98 of BASF AG. Especially within the temperature range 0°C < i? < 30°C, the zero-field viscosity of 
the nano MR fluid decreases considerably with increasing temperature. The largest MR effect r(B > 0) — r(0) can 
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Figure 11: Shear stress vs. temperature for magnetic flux densities B = OmT (O), B 
(o) at shear rate D = 1000 s"1 for the nano MR fluid 98 of BASF AG6 
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be achieved at a temperature of ti = 25° C. As a general observation the shear stress of the Nano MR fluid decreases 
with increasing temperature. 

8    DESIGN OF MAGNETIC CIRCUIT 

The magnetic resistance of MR fluid actuators is determined by the gap with the MR fluid. The guidance of the 
magnetic field should guarantee that the magnetic field lines concentrate within the MR fluid volume between the pole 
pieces, especially if the MR fluid is in magnetic saturation. When designing and dimensioning the magnetic circuit, 
the flux guide should occupy as little constructional volume as possible and should not be operated in magnetic 
saturation. A low magnetic resistance of the magnetic circuit allows the application of coils with a low number of 
ampere turns. The distribution of the magnetic field within an MR fluid actuator can be determined precisely using 
a finite-element calculation. In the MR fluid gap the field lines are to run perpendicularly to the flow direction of 
the MR fluid in the shear mode and the flow mode (B± —» max.), because the field components parallel to the flow 
direction of the MR fluid only give a slight contribution to the MR effect (B\\ —► 0). Moreover the magnetic control 
field should be homogeneous over the total MR fluid gap (AB —► 0). From these demands the following design criteria 
for the orientation of the magnetic field in the MR fluid gap can be developed. 

BL    =    Vjj&JJjBj.dV^max. (3) 

ABx    =    V^JJJ\Bx-BL\dV-*0 (4) 
VMR 

B\\    =    Vj&JJjB\\dV-+0 (5) 
VMR 

AB||    =    V^JjJ\B{l\dV^0 (6) 

In the squeeze mode the magnetic field lines have to run parallel to the orientation of the vibration to be damped 
(see Fig. 9). 

The use of permanent magnets for MR fluid actuators allows adjustment of the operating point without demanding 
electrical energy. A time-dependent alteration of this operating point can be attained with electromagnets amplifying 
or attenuating the field of the permanent magnet. Additionally, the electric control power can be reduced drastically. 
Using the damper explained in Figure 6 a magnetic field BL - (0.226 ± 0.006) T and JB|| = (0 ± 0.005) T is generated 
in the MR fluid valves by a control current / = 2 A. Figure 12 shows the damper after the integration of two cylindrical 
NdFeB magnets. Without an electric control current, the magnetic field in the valves is B± = (0.190 ± 0.018) T and 
B\\ — (0 ± 0.022) T. With a control current of I = ±1A the magnetic flux density can be reduced to B"x = 0 T or 
raised to B± = 0.256 T. By integrating of the permanent magnets into the magnetic circuit the maximum electric 
control power could be reduced by more than 50%. 

A small basic viscosity of the MR fluids results in a small power transmission without magnetic control field and 
a higher MR effect 

ATUK(B, D) = T{B, D) - r(0, D). (7) 

The gap with the MR fluid in the magnetic flux guide can be tightened without changing the low power transmission 
without control field. This reduces the magnetic resistance of the magnetic circuit. The coil generating the magnetic 
control field can be equipped with a lower number of ampere turns, which makes it possible to use a compact 
construction with a low driving power. 
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Figure 12: MR fluid damper with permanent magnets, on the right half the symmetric distribution of magnetic field 
lines is displayed 

9    SUMMARY AND CONCLUSIONS 

The behaviour of an MR fluid actuator is particularly determined, beside the properties of the MR fluid and the 
design of the magnetic circuit, by the choice of the working mode. A cylindrical construction can avoid the segregation 
of suspensions in electrically adjustable clutches. Especially in clutches, MR fluids have the advantage of a magnetic 
resistance that is nearly independent on temperature, whereas the electrical conductivity of an electrorheological 
fluid increases with rising temperature and therefore also the electric driving power increases. Electrically adjustable 
dampers for high vibration amplitudes can be realized in the flow mode. The MR fluid valve to control the dynamic 
damping force can be integrated in the bypass or in the piston of the damper, including the entire magnetic circuit. 
The behaviour of an MR fluid in the flow mode can be calculated from measurement results in the shear mode. The 
squeeze mode damper is built in a very compact way and can generate high damping forces. It is a high force, low 
stroke device. 

In the three working modes the properties of the MR fluids, especially the maximum transferable forces, are 
determined by the saturation magnetization of the suspension, which again depends on the magnetic properties of 
the suspended particles. Also the basic viscosity plays an important role. A low basic viscosity causes a small gap, 
so that the magnetic resistance of the magnetic circuit and therefore also the number of ampere turns of the coil can 
be reduced drastically. 

Many technical applications are possible for MR fluid actuators such as clutches, (hydraulic) valves and vibration 
dampers for automobiles and machine tools. Known elements with improved properties or entirely new applications 
can be realized with the help of MR fluids. The advantage of MR fluid actuators is that they can be constructed 
simply and compactly in comparison to conventional solutions as MR fluid actuators normally require few mechanical 
parts. The electrical control signal can be converted directly without the use of additional mechanical positioning 
components. 

158 



ACKNOWLEDGEMENTS 

The authors are grateful to the BASF AG and the Bayer AG for the support with MR fluid samples. The authors 
thank the BASF AG for providing a damper test assembly. 

REFERENCES 

[1] V.l. Kordonsky, Z. P. Shulman, S. R. Gorodkin, S. A. Demchuk, I. V. Prokhorov, E. A. Zaltsgendler, B. M. Khu- 
sid: Physical Properties of Magnetizable Structure-Reversible Media; Journal of Magnetism and Magnetic Ma- 
terials 85, pp. 114-120, 1990 

[2] J. Rabinow: The Magnetic Fluid Clutch, AIEE Transactions 67, pp. 1308-1315, 1948 

[3] K. D. Weiss, T. G. Duclos, J. D. Carlson, M. J. Chrzan, J. D. Margida: High Strength Magneto- and Electro- 
rheoiogical Fluids, Society of Automotive Engineers, SAE Paper 932451, 1993 

[4] Cl. Kormann, M. Laun, G. Klett: Magnetorheological Fluids with Nano-sized Particles for Fast Damping 
Systems; Proceedings of 4th International Conference on New Actuators, (15.-17. Juni 1994, Bremen); H. 
Borgmann, K. Lenz (ed.); pp. 271-274 

[5] J. M. Ginder, L. C. Davis: Shear Stresses in Magnetorheological Fluids: Role of Magnetic Saturation; Applied 
Physics Letters 65 (26), pp. 3410-3412; 1994 

[6] R. Bolter, H. Janocha, St. Hellbrück, Cl. Kormann: Design of Magnetorheological Fluid Actuators; Proceedings 
of 5th International Conference on New Actuators (26.-28. Juni 1996, Bremen); H. Borgmann (ed.); pp. 329-332 

[7] LORD Corp.: Product information; 1996 

[8] J. D. Carlson; M. J. Chrzan: Magnetorheological Fluid Dampers, United States Patent 5,277,281; 1994 

159 



160 



SESSION 5 

Passive Constrained Layer Damping (CLD) 

161 



Fluid Surface Damping Versus Constrained Layer Damping 
for Vibration Suppression of Simply Supported Beams 

Hany Ghoneim 
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ABSTRACT 

A fluid surface damping (FSD) technique proposed for vibration suppression of beam-like structures is 
applied to a generic simply supported aluminum beam. The steady-state frequency response of the FSD- 
treated beam at the vicinity of one end, due to an applied white noise displacement excitation at the other 
end, is determined using the finite element method. The response is found over a range of frequency 
covering the first four resonant frequencies and over a wide temperature range. Comparison of the results 
with the corresponding ones of a beam treated with the constrained layer damping method indicates that 
the FSD technique has a much greater potential for the vibration suppression of beam-like structures. 
Results also indicate that the FSD technique can provide a good vibration suppression over a wider 
temperature range. 
Keywords: vibration suppression, beams, frequency response, viscous fluid damping, viscoelasticity. 

2. INTRODUCTION 

Vibration control of thin structures is of great importance to automobile, aircraft and space industries. 
Both active and passive techniques have been utilized for vibration suppression of such structures. 
Because of their simplicity and reliability the passive techniques are probably still more attractive and 
widely applied. Constrained layer damping (CLD)1, viscous fluid layer2, shunted piezoelectrics3, 
electromechanical surface damping4, particle damper5, and fluid surface damping (FSD)6 are some of the 
passive techniques used for the vibration suppression of beam-like and plate-like structures. This paper 
provides further analytical investigation of the FSD technique. The technique is applied for the vibration 
suppression of a simply-supported generic aluminum beam over a wide range of frequencies and 
temperatures. The steady-state frequency response of the beam at the vicinity of one end, due to an applied 
white noise displacement excitation at the other end, is determine using the finite element method. The 
responses of the FSD-treated beam are compared with the corresponding ones of the CLD-treated beam. 
Results are analyzed and discussed, and an assessment of the advantages of the FSD technique is 
presented. 

A schematic of a FSD element applied to a beam-like structure is illustrated in Figure 1, and the 
corresponding physical and hydraulic models that illustrate the fundamental working principal of the FSD 
element are presented in Figure 2. Two viscoelastic surface layers containing fluid-filled cavities are 
attached symmetrically to the opposite surfaces of the beam. The cavities on one side of the beam's neutral 
axis are connected to the corresponding cavities on the opposite side via narrow passages. When the beam 
bends, the layer attached to one side of the beam contracts and the opposite layer stretches, causing the 
respective cavities to contract and expand and the fluid to be pumped from the contracting to the 
expanding cavities through the connecting passages as illustrated in Figure 2. As the beam vibrates, the 
fluid is pumped back and forth through the connecting passages dissipating part of the excessive energy of 
vibration. Therefore, in addition to the viscoelastic damping provided by the surface layers, the technique 
offers viscous damping due to the fluid flow through the passages. 
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3. MATHEMATICAL MODEL 

3.1 Basic assumptions: 

Development of the governing equations for the FSD-treated portion of the beam is based on the following 
assumptions: 
• small displacements and strains; 
• perfect bonding between the surface viscoelastic layers and the beam; 
• plane cross-sections remain plane; 
• no transverse normal strains; 
• axial loading and mid-plane axial displacements of the beam are negligible; 
• rotary inertia and shear deformation are negligible (Euler-Bernoulli beam); 
• linear, isotropic, elastic material-behavior for the beam and viscoelastic material-behavior for the 

surface layer; 
• incompressible, laminar flow; 
• the pressure inside the cavities is uniform, that is, the pressure drop along the axes of the cavities due 

to the fluid flow inside the cavities is negligible; and 
• viscous damping due to the fluid flow through the passage is the dominant source of hydraulic 

damping. 

3.2 Governing equation: 

Using the differential element shown in Fig. 3, the governing equation of the FSD-treaded portion of the 
beam can be determined:6 

d2  f       .. ^w. 
&2 i EI^O^^j- pA©2w0 = 0, (10 

subject to M(xa) = -Mv and M(xb) = Mv, where Mv (coi) = Q2K* (coi) A0. (lb) 

In (1),   w0 is the amplitude of the transverse displacement (w = w0e
,<ot), © is the amplitude of the 

angular displacement (8 = ©e"*), to is the excitation frequency, and EI(coi)=EiIi+E"2(toi)l2 where E*2 is 
the complex Young's modulus of the surface layers' viscoelastic material and Eilt is the flexure rigidity of 
the aluminum beam. Based on the assumptions stated earlier and the hydraulic model shown in Figure 2b, 
the hydraulic complex bulk modulus, K *(coi), of the FSD element is 

1    CO 

Ap        1   J      -Ifco2+Rcoi      1      R     tU>n/ 
+ CÖ1 

K*(coi) = 
q      nCe [-Ifco2 + Rcoi + l/Cj     n        m 

+ TC)i 

(2) 

1- 

In the above equation, R is the hydraulic resistance of the connecting passage, C the hydraulic capacitance 
of the upper and lower cavities, If the fluid inertia or hydraulic inertance (if = i28nl/itd4, where [i is 

the fluid dynamic viscosity), x the hydraulic time constant (T^RCg), con the hydraulic natural frequency 

(<an = l/vlfCe), Ce the equivalent hydraulic capacitance of the connected cavities (Ce=C/2, for 
identical cavities), and n is the number of parallel fluid circuits per element (in the case shown in Figure 
1, n=3). For simplicity, the following non-dimensional variables and parameters are adopted: 

X   the non-dimensional axial coordinate, X=x/L, 
W  the non-dimensional transverse displacement, Wo/L, 

M the non-dimensional bending moment, M = ML/E,I, , 

a   the non-dimensional complex flexure rigidity, a = EI/E,I, , 

m   the non-dimensional mass per unit length, m = pA/piAi, 
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C2  the non-dimensional frequency, Q, = co/co 0, 

where L is the length of the beam and CO 0 = -y/E,I, /p,A,L4 . Notice that for the untreated portions of 

the beam, a=m=l. Upon normalization of the governing equations (la) and (lb), we get 

(3a) a ex4 -mQ2W = 0 

subject to M(Xa) = -Mv and M(Xb) = Mv, whereMv = K(Qi)A0.      (3b) 

The non-dimensional complex modulus, K(Di), is expressed as 

K(Qi) = R 

rQ* 

v"ny 
+ fli 

1- 
'QV 

v"„y 
+ TQi 

(4) 

where R is the non-dimensional hydraulic resistance of the connecting passage 
(R=  RQ2/np]A,L3ca0), T is the non-dimensional time constant (T = TC>0) and Qn is the non- 
dimensional natural frequency (Qn = CO n/co 0). 

4. RESULTS AND DISCUSSION 

In order to assess the potential of the FSD treatment for vibration suppression of beam-like structures, the 
frequency response of a partially FSD-treated simply supported beam is investigated. The response is 
compared with a corresponding partially CLD-treated beam in order to provide a reference for vibration- 
suppression assessment. A schematic of the treated beam is shown in Figure 4. A 2x0.05x0.02 m3 

aluminum beam is chosen for the investigation. The beam is subjected to a white noise displacement 
excitation at one end (X=l) and the response is determined at the vicinity of the other end (X=0.1). The 
response is determined over a range of frequencies that covers the first four resonant frequencies. This 
location for the output signal (X=0.1) is chosen because it does not coincide with any of the four modal 
nodes. A FSD as well as a CLD patch of length Lb = 0.2 L is attached at the middle of the beam. 

Two cases are studied. The first case compares the optimum responses of both treatments and indicates 
their maximum potential for the vibration suppression of the beam. The second case investigates the effect 
of temperature on the vibration-suppression efficacy of both treatments. In this case, practical material 
parameters, pertaining to Soundcoat DYAD 600 series, are adopted for the viscoelastic layers' material. In 
both cases the frequency response is determined using the finite element method with twenty cubic Hermit 
beam elements. 

4.1 Optimum responses: 

The frequency responses of the beam treated with optimum FSD and CLD patches, together with the 
response of the untreated beam, are shown in Figure 5. To simplify the optimization procedure, design 
variables are limited to the most effective three. They are R, T and bn (b=D°5) for the FSD treatment; 
and the shear storage modulus of the constrained layer, G'2, the thickness of the constrained layer, h2, 
and the thickness of the constraining layer, h3, for the CLD treatment. The optimization objective is to 
minimize the sum of all four peak-displacement amplitudes. Pertained dimensions and material 
parameters for the FSD and CLD patches are given in Table 1. The optimum design variables are marked 
by the superscript "*". Figure 5 clearly demonstrates the superior vibration-suppression ability of the FSD 
treatment over the CLD one particularly at higher frequencies. 
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4.2 Temperature effect: 

For the second case a Soundcoat DYAD 606 viscoelastic material is adopted for the CLD treatment and 
DYAD 609 for the FSD treatment. Material properties at different temperatures and the corresponding 
non-dimensional parameters of the fluid circuit are shown in Table 2. The diameters of the fluid cavity 
and the connecting passage, a and d, are 10 and 1 mm, respectively. These values ensure that the 
hydraulic resistance of the fluid cavities is negligible compared to that of the connecting passages 
rendering the last two assumptions stated earlier valid. 

The frequency responses of the CLD- and FSD-treated beams at three different temperatures (20, 40 and 
60 °C) are displayed in Figures 6a and 6b, respectively. Only the frequency responses at the vicinity of the 
third and fourth resonant frequencies are shown. The temperature effect on the frequency responses at the 
vicinity of the first and second resonant frequencies is similar, but much smaller, to that at the vicinity of 
the third and fourth. As the temperature increases, Figure 6a indicates that the vibration-suppression 
capability of the CLD treatment significantly deteriorates. The FSD treatment, on the other hand, 
preserves its vibration-suppression ability with increasing temperature, as demonstrated in Figure 6b. It 
should be pointed out that some new special viscoelastic materials with effective damping over a wider 
temperature range are being developed. However, the deterioration of the damping effectiveness with 
changing temperature is still, in general, a major problem of the CLD treatment. This problem as 
demonstrated by the results in Fig. 6 can be controlled using the proposed FSD technique. 

5. CONCLUSION 

Comparison of the frequency responses of a simply supported beam treated with the FSD technique and a 
beam treated with the CLD one indicates: 

1. The FSD treatment has a much higher potential for the vibration suppression of the beam, particularly 
at higher frequencies. 

2. The FSD treatment preserves its effective vibration-suppression ability over a wide temperature range. 
More analytical investigation and experimental work, however, are needed before the technique is brought 
into practical applications. 
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Aluminum beam CLD element FSD element 

E,    (GPa) 70 (GO" (GPa) 0.27 E2    (GPa) 0.7 

Til 0.001 E3   (GPa) 70 "H2 
1 

p,  (kg/m') 2700 Tl? 1 p2 (kg/mJ) 1000 

L         (m) 2 ^3 0.001 p3  (kg/mJ) 1000 

b         (m) 0.05 P2 (kg/mJ) 1000 h2/h, 1 

hi        (m) 0.02 P3 (kg/mJ) 2700 
»" 

0.1 

Lb        (m) 0.4 h;/h, 0.1 r 0.001 

h;/h, 0.2 K 20 

Table 1. Material parameters and dimensions used for the numerical 
examples of the optimum case 

Temperature (UC) 20 40 60 

E2   (GPa) 0.7 0.5 0.25 

T12 
0.15 0.4 0.68 

H   (kg/m-s) 1 0.3 0.08 

R 0.04 0.012 0.0032 

T 0.023 0.01 0.005 

b„ 20.8 19.1 15.5 

G2   (MPa) 100 20 4 

^2 
0.8 1 1 

Table 2. Material parameters and design variables used for the 
numerical examples studing the temperature effect 
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Fig. 6 Frequency responses of (a) a CLD-treated beam and (b) a FSD- 

treated beam at different temperatures. 
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Studies on the kinematic assumptions for sandwich beams 
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ABSTRACT 

Much of the work done on active and passive constrained-layer beams is done with models using kinematic assump- 
tions proposed by Kerwin, Mead and Markus, and others. The key assumption is that the base and constraining 
layers undergo identical transverse displacements, which is a reasonable assumption when the middle layer (here a 
viscoelastic material) is thin and the constraining layer is relatively weak. There are, however, many practical cases 
where an effective passive damping design requires the stiffness of the constraining layer to be on the order of that 
of the base layer. If the base structure is stiff to begin with, a constraining layer that will produce good damping is 
likely to violate the above stated assumption by refusing to follow the base layer exactly. The question arises as to 
how this affects predictions of damping. 

In this work the facesheets are treated as independently deforming Timoshenko beams, which results in a more 
general state of strain in the core material. Expressions for the potential and kinetic energies are developed from 
basic principles of continuum mechanics, and the assumed modes method is used to predict how levels of strain 
energy in the core are affected by the assumptions on the relative motions of the facesheets. 

Keywords:   passive, damping, energy, viscoelastic, beam, sandwich, Timoshenko 

1. INTRODUCTION 

The concept of enhancing energy dissipation by integrating damping materials into a structure dates back to Lienard1 

and Oberst2 in the early 1950's. Kerwin3 in 1959 was perhaps first to analyze a viscoelastic material (VEM) 
constrained with another metal layer. Presumably, the concept of constrained layer damping already existed, since 
Kerwin stated that "damping tapes are available from several manufacturers in the United States." Kerwin's analyzed 
bars in bending covered with a VEM and a relatively thin constraining layer. His key assumptions were the VEM 
core was soft relative to the facesheets but stiff enough to maintain a constant spacing between the facesheets and 
the bending stiffness of the constraining layer is small compared to that of the base layer. The first point results in 
only shear in the VEM, and the latter point means the constraining layer carries only axial strains. 

Many of the models used in research on sandwich beams with viscoelastic cores can be traced to DiTaranto4 and 
Mead and Markus5 for the axial and bending vibrations of beams, respectively. Most authors seem to reference Mead 
and Markus, who similar to Kerwin assumed 1) the constraining layer bends in the transverse direction exactly as the 
base layer, 2) the viscoelastic layer undergoes pure shear, and 3) the viscoelastic layer does not change its thickness 
during deformation. These assumptions are valid if the core material is relatively thin and the stiffnesses of the 
two surface layers are not too high. Many subsequent authors have reported formulations and techniques adopted 
to study the damping mechanism of the viscoelastic layer, e.g., Douglas and Yang6 and Rao,7 and some authors 
modified or extended the model for different applications, e.g., Yan and Dowell8 and Rao and He.9 Applications of 
constrained layer damping treatments are reviewed by Johnson,10 and the mechanics is presented in book form by 
Sun and Lu.11 Since 1992 active constrained layer damping (ACLD) has gained much attention, as summarized by 
Baz and Ro.12 

Damping problems in industry include, but certainly are not limited to, thin beams and plates. When designing 
a damping treatment, there are five main design options: 

Other author information: (Send correspondence to EMA.) 
Email: austine@vt.edu and dinman@vt.edu; Telephone: EMA 540-231-9366, DJI 540-231-4709; Fax: both 540-231-4574; This research is 
supported by the Army Research Office. 
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1. the thickness of the VEM, 
2. the modulus of the VEM (frequency and temperature dependent!), 
3. the location of the VEM, 
4. the thickness of the constraining layer, and 
5. the modulus of the constraining layer, i.e., the type of material. 

The design process consists of finding the combination of the above options that results in the most damping in 
the vibration modes of interest. An effective damping treatment is one that "coaxes" strain energy into the VEM, 
and a good VEM is one that dissipates this energy efficiently. In situations where the substrate is very stiff and 
significant (5%+) damping is needed, a thick soft VEM and thin constraining layer will be ineffective. For simple 
beams, the optimum damping treatment occurs when the stiffness of the constraining layer is close to that of 
the base structure,13'7 and intuitively the engineer will recognize that the trend is similar for more complicated 
structures. Constraints on the the weigh and/or thickness of the damping treatment often limit the amount of 
damping achievable, so the design process is one of getting the most out of the least. Often times extruded C- or 
I-sections are used as constraining elements to increase specific stiffness. At some point the question of whether the 
constraining layer is still "following" the substrate must be addressed. This is the basis of this work. 

The fundamental properties of viscoelastic materials, shear modulus and loss factor, are frequency and tempera- 
ture dependent, and accurate predictions of damping require this to be accounted for. The present work seeks only 
to demonstrate possible limitations on the assumption that the facesheets move together, and this will occur with a 
real-valued core material as well as a complex one. Consequently, the core material, even though it is referred to as 
a VEM throughout the paper, has real properties. The well-known modal strain energy method14 relates the modal 
damping to the VEM loss factor times the fraction of modal strain energy in the VEM. Even with it's limitations 
on high levels of damping and high loss factors, this is a reasonable indicator for the present study. 

2. MATHEMATICAL MODEL 

An analytical model is an engineering tool for exploring new designs and trying untested concepts. For complicated 
systems, there is always a tradeoff between the complexity and engineering utility of the model. For this particular 
model, some assumptions are made and some aspects of strict 3-D elasticity are violated, though no worse than those 
made in Euler or Timoshenko beams. The model is checked for reasonableness through "sanity checks." 

The model of the sandwich beam is developed via energy methods and some very basic principles of continuum 
mechanics. The primary assumptions are 1) plane stress, 2) no slipping at the interfaces, and 3) displacements linear 
within the core. The generalized coordinates used to locate particles within the structure are given in Table 1, and 
Fig. 1 shows schematically this sandwich beam in a displaced configuration. Note that hve represents the transverse 

transverse axial shear 
Base layer 
Constraining layer 

w 
w + hvi uc a 

Table 1. Displacement variables for the sandwich beam with independent facesheets. 

displacement of the constraining layer relative to the base layer. Doing this makes i the 3-3 strain in the VEM, so 
generalized coordinate i is essentially just a scaled displacement. 

2.1. Potential energy 

The expression for strain energy (same as potential energy) density in a continuum is |e,-jTVj- If the continuum is 
linear elastic isotropic, plugging the constitutive relationship T,J = XflSij + 2/xcij yields the strain energy density in 
terms of the six unique strain components: 

W = ^ijTij = -A*?2 + /i (e^ + e\2 + 4 + 2e2
12 + 2e2

3 + 2e?3) , (1) 
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Figure 1. Sandwich model with independent facesheets. 

where d = en and A and /z are Lame's constants.  The subscripts 1, 2, and 3 refer to the X, Y, and Z directions 
respectively in Fig. 1. Rewritten in terms of the more familiar shear modulus G and Poisson's ratio u, this is 

Gv 
W = YZ^?2 + G (£n + £22 + 4z + 2e?2 + 2e|3 + 2ef3) (2) 

Since plane stress is assumed r22,r2i, and r23 are neglected, so the implied strain in the 2-2 direction is e22 = 
~" i_^      ■ Plugging this into equation 2 leads to the strain energy density 

G 
W = (4! + e§3 + 2I/e11e33) + 2Ge\3. 

l-i/ (3) 

This is the proper expression for the VEM core in this work since e33 is assumed nonzero.  If in addition the 3-3 
faces of the VEM are assumed stress free, c33 = e22 = -ven and equation 3 reduces further to the familiar 

W = G (1 + i/) el, + 2Ge\3 = ±Ee2
n + 2Ge?3. (4) 

This is the expression commonly found in the literature that assumes equal displacements of the base and constraining 
layers, but is should at least be noted that this expression is a result of assuming a relative displacement of —hvi/en 
between the facesheets, not zero. However, it is common and reasonable to neglect this quantity based on axial 
strains in the VEM compared with transverse displacements of the beam. 
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In any subsequent discussions concerning the VEM core, strain energies will be expressed only in terms of the 
shear modulus G and Poisson's ratio v. While it is familiar for engineers to substitute Young's modulus E into 
expressions such as Eq. 4, it desensitizes them to the fact only the shear modulus is relatively easy to obtain for 
viscoelastic materials. Poisson's ratio is needed to calculate E, or vice versa, and neither is easy to measure for 
VEMs. 

2.1.1. Facesheets 

Defining the strain energy density in the facesheets is again a matter of finding strains from the displacement field 
and using Eq. 4. If zb is a local coordinate with origin at the center of the base layer, the displacements are written 

Ml (x,Zb) = Ub- Zy,i> 

U3[X,Zb) = W. 

With the strains defined as e,-j = \ (uij + «j,i), the relevant strains (plane stress assumption) are en = ^ ~ zbj^ 
and £i3 = |j - rf>. Plugging these into Eq. 4 yields the strain energy density 

Integration over some width 6 and through the thickness hb yields the strain energy for the base layer: 

where Ab = bhb is the cross-sectional area of the base layer. 

The displacement field for the constraining layer is analogous to that given in Eq. 5 for the base layer with Ub 
replaced by uc, rj> replaced by a, and w replaced by w + hvi. Following the same procedure as for the base layer 
yields a similar expression for the strain energy. 

(7) 
-~ i    i öL  dw di       2 f di\2       dw de 21   . 
^T      + 2^157 UT + ^Ur      -2—a-2K—a + a2\dx dx dx       v \dx J dx vd x 

2.1.2. Viscoelastic material 

The strain energy in the VEM is developed exactly as for the facesheets, with the exception that now Eq. 3 applies 
instead of Eq. 4 since e33 is nonzero. The analogy is even more clear defining uv as the axial deformation of the 
center of the VEM and <f> as the angle of shear (reference Fig. 1). 

1 , ,        ,.      1 / hb ,     hc   \ , 
«« = 2 K + uc> = 2 [Ub + Uc ~ Y^ + Ya) (8a) 

j.      <-<       1   ( hb        he   \ <t>=—h = T- [ub-uc-—i;-~a\ (8b) 

The displacement field becomes 

ui (x,z) — uv — zq 
1 (9) 

u3 (x, z) = - (hvi + 2w) + zi, 
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and the relevant strains are 

px I ox ox I 

W      } = { * • (io) 

Plugging the strains from Eq. 10 into Eq. 3 and integrating over the width y and thickness z yields strain energy 

L 

*.= f^ Ml^l+if Ig 1+1' + ^^.   * 
2 

00^      _   ,2   ,   o..   ÖW„ c I 

■VAV   ffhlfdiV     fdw\2      -     ,   de*       >,     t  ötoflcl   J 

(11) 

0 

where A„ = bhv is the cross-sectional area of the VEM. 

2.2. Kinetic energy 

The expressions for kinetic energy is relatively straightforward given the displacement fields in equations 9 and 5. 
The kinetic energy for any layer is the integral over the volume of the velocity field squared: 

T=±Jpq-ilM. (12) 
v 

The displacement fields given by equations 5 and 9 are referenced to an inertial coordinate system, so the velocity 
field comes from differentiating each term with respect to time and plugging into Eq. 12. After integration over the 
width and through the appropriate thicknesses, the kinetic energies are 

b = ^~J \\w) +
U{M) 

+ {-m) ) dx (13) 

T _PvAv  f j [duvV ,h* (d+\2     (dw\2     h'v (diV dwdi\, nA. 
T*-—{{{-*) +ü{m) +UV +TW +hv~atdijdx (14) 

_      pcAc  
Lf(fduc\

2     h2
cfda\2     fdw\2    ,2fdi\3    nl_ dwde]   , ,   , 

0 

2.3. Constraints between layers 

As long as there is no slipping between layers, tractions and displacement should be continuous at the interfaces. 
Displacement continuity is built in to the definitions of the displacement fields, but stress continuity is not. Consistent 
with the assumptions stated above, only the 1-3 stress can be matched at the interfaces between the VEM and 
facesheets. This yields two constraint equations, so two of the generalized coordinates can be removed from the 
problem. Enforcement of stress continuity is not an option if simple Euler beams are used for the facesheets since 
the 1-3 shear stress is zero by formulation. Some authors neglect the axial inertia and write equilibrium (rjij — pVj) 
for an element at the interface. For example, equilibrium in the 1-direction for an element on the constraining layer 
at the interface with the VEM would be 

negl.       0 since const. 

+ ^T +     -J^T      =^L_fc=K. (16) dx        dy dz 
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A constraint equation follows by neglecting the right-hand side, defining T\\ = Ee^, and using T13 from the VEM 
(it doesn't exist in the constraining layer). 

Since the current model allows shear in both all the layers, continuity if T\Z at the two interfaces provides two 
constraint equations. The VEM/base layer interface yields 

T"13„|_!UL = Gv ( -z <j> 

(17) 

Equating the right-hand sides, the shear angle <p in the VEM is 

dx \      GVJ     Gv 
(18) 

Similarly for the VEM/constraining layer interface, 

2 

T"i3„|iiL = Gv 

dw di 
-5— + K a 
dx ox 

dw di 
"a •" "« Q 9 ox ox 

Equating the left-hand sides, and substituting <j> from Eq. 18 yields 

dw (       Gb\     Gb de 
a = jx-v-G-c) + G:^Ko-x l-^L 

Gv 

G, 

(19) 

(20) 

Equations 18 and 20 predict a = <j> = ij> in the case where Gb = Gv = Gc, and this serves as one check on the model 
and the constraints. Combining Eqs. 8b, 18, and 20 yields the following expression for uc: 

Uc = Ub- 
dw 
dx K{i-^) + hc -I GVJ  '   2 

Finally, variable u„ comes from Eqs. 8a, 20, and 21: 

,K (Gb    . 
U- = W6+Y(G:-1 

■rP 
hcGb     ,   Gb      hb 

2Gc 
+ hvG: + Yi 

hvhc di 
2    dx 

1- 
Gv 

G~c 
(21) 

dw 
dx 

For the case of equal moduli for all layers, Eq. 21 predicts uc = u, 
between the centers of the facesheets. This also is a physical result 

where d 9    T" fly 

(22) 

, the distance 
constrain equations. 

2.4. Final energy expressions 

The constraints chosen for this model allow the potential and kinetic energies of Eqs. 11, 7, 14, and 15 to be 
expressed in terms of generalized coordinates Ub, w,rj), and i. Equations 6 and 13 are inherently in terms of these 
coordinates. Intermediate coordinates uv and <j> are removed by their definitions, Eqs. 8a and 8b, and constraining 
layer coordinates uc and a are removed via Eqs. 21 and 20. The resulting expression are messy, and Ub and % are 
repeated for completeness. 

Tb 
PbAb dubY     hi 

dt J       12 
dj)_ 
dt 

+ dw 
dx (23) 

Tv = 
Pv-A-v dub 

dt 
+ V2 

dub d2 

21 
dub dip 

dt dxdt + V22 dt  dt + 
dw dw di ( 92w 

+ K-oTm+V23{dxm 

v   d2w dip     h% 
24 dxdt dt + 3 

ai)MT dx (24) 

178 



rp     PcAc  [\ (dub\ dubdw dub d2i dub dip     fdw\ dw de (d2w\ 
Tc~~irj\VdT) ++C21^^ + C22-cWd^dl + C23~dJ-d7+{'dj) +2K'dJm + C24{d^d't) 

0 

Q2...     »2; x2...   a.l. 
1.2 d2w  d2e 92wd^       2fdi\2 d2i 9<fr 

L    f     . .    1 _. .    1\ i 

0 

u> =a* (i + H) / < I ^) + T4 I £)    <" + ** /(£)-.£♦ + ,»* (26) 

<9ub\
2 dubd

2w Trdub„ dubdip     T^ /<9uA2 , „ dw de 
02: / 9a; 0s;2           oa; dx dx           \dx) dx dx 

0    v 

32„„\2             fl2„,                  fl2.„ o./,                                           a./. /s;\2 

+Kl4gv,+Vl5 w*+Vl6 f^tVX dx (27) 

dut\ dubd
2w dub d2i dubdtf> (dw\2 dw de 

0 
«7.=GeM«i + *)läf) + *^w+*^ + *7^ + <HkJ + *** 

dw fd2w\\n d2wd2e d2wdi>      _    /ÖeV     ~   öc ö^     ^    / d2 

dx" • ~,\w) +Csww+C9w-dx~ + Cl0{dx-) +Cndx"dx' + Cl2{dx^ 
d2edip     _   ,.x3     _,    /<9^2 

+Cl3ä^^ + Cl4W  +C"{t)  }dx W 
The constants C,- and VJ above are messy combinations of the basic material and geometric properties. Their 
derivation is straightforward bookkeeping, and they are not presented here due to space. Finally, a shear factor 
is generally added to the shear stress of a Timoshenko beam to account for approximating the shear across the 
cross-section as linear. Reference 15 has a good table of values. The shear factors for rectangular sections are are 
based only of Poisson's ratio. With the way the constraints are enforced in these studies, these shear factors are 
nearly equal and tend to cancel each other. Thus, they are not included in the equations. 

2.5. Equations of motion 

The assumed modes method (see Ref. 16) is used to derive the equations of motion. Prior to invoking Lagrange's 
equations, expand the generalized coordinates as follows: 

ub(x,t) = U{x)t(t) 

w(x,t) = W(x)r,(t) 

c{x,t) = V{x)<r(t) (    ' 

1>(z,t) = 9{x)0(t) 

Plugging Eqs. 29 into, for example, Eq. 23 results in 

Tb = iTM^ i + tfM% 17 + eTMl e. 

Using the notation 

L 

(a,ß)mb = ^JaßTdx, (30) 
0 
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the components of the mass matrix are defined as 

M\ = {U,U)mb 

(W,W)mb Ml. 

12 

(31) 

M3
6 = ^(\t,tf) mb 

Similar algebra follows for the other energy terms of Eqs. 24-28. The kinetic and potential energies are next summed 
and the Lagrangian is formed via C = T — U. Finally, the coupled equations of motion come from 

d_ 

di {i = Z,V,<r,6), (32) 

where the Q, are generalize loads. This is expressed in matrix form as 

J% Miv Mia My 
Mni Mm Mva Mne 
M0f. Ma,) Maa Ma9 

Met M»n Mea M9$ 

} + 

Ktf Kiv Kia Kie 

Knt Knr] Kna Kng 
K-ot, Kar} Kaa Kae 

_K$£ Ksv KQO K$g 

U) \Qi) 

< V 
r = l 

Qn 
a Qa 

{e\ [Qe) 

(33) 

where again straightforward bookkeeping produces the above matrices.   If synchronous motion is assumed, the 
eigenproblem performed on Eq. 33 provides the system's natural frequencies and mode shapes. 

A set of admissible functions will be chosen for each of the trial functions U, W, V, and \P in Eq. 29. If the 
VEM and constraining layer thicknesses go to zero, Eq. 33 degenerates to the two second-order coupled equation 
of a Timoshenko beam. Modeling the sandwich beam as cantilevered at x = 0, the geometric boundary conditions 
are just W(0) — 0 and \?(0) = 0, and as such axial modes of a fixed-end rod are admissible functions. However 
legitimate these functions are, their convergence extremely poor since they are unable to represent the natural 
boundary condition 0s- — tp — 0 at the free end. One option is to augment the set of functions with some designed 
to help meet the natural boundary conditions. Meirovitch presents a discussion of this in Ref. 17. However, if the 
solution is not well represented by a relatively small number (fewer than about ten) of the original trial functions, 
any functions added are likely to be linearly dependent on these original basis functions. Consequently, the choices 
are poor convergence or a singular matrix. 

If the problem were just a Timoshenko beam, an obvious choice for comparison functions would be the eigenfunc- 
tions themselves. While the results were predictably good for the case of the base layer only, the results were poor 
for the sandwich beam. One reason for this surprising result might be the constraints used to represent the axial 
and shear deformation of the constraining layer with those of the base layer. The resulting functions W(x) and ^(x) 
are apparently quite different than the eigenfunctions for a Timoshenko beam. 

After trying many combinations of trial functions, the best results came from using polynomials. Shames18 

in a discussion of the Rayleigh-Ritz method for beams introduces a set of polynomials that happened to provide 
good convergence for this problem. Figure 2a shows the first five functions used to expand «{,, w,and %p, while e 
was expanded with the function in Fig. 2b. The first set reflects the geometric boundary condition at x=0 for the 
functions u;,,i<;,and ^>, but note that their derivatives are nonzero. The same set is used for i except a rigid-body 
mode is added to allow i to be nonzero even at x=0. 

For most cases, the inertia terms associated with the axial and relative transverse displacements of the facesheets 
are negligible compared to those of the transverse and shear displacements. In such cases, the rows and columns are 
dropped from the mass matrix in Eq. 33 and the stiffness matrix is condensed accordingly (see Ref. 19). 

The final step was to do the eigenproblem on the mass and stiffness matrices of Eq. 33. MATLAB's standard 
eigenvalue routine was used during checkout, but a power method17 was used to increase speed of the analyses where 
only the first eigenpair were sought. 

The modal strain energy comes from the eigenvectors and the expressions for the potential energy. It is sim- 
ple matter to calculate the strain energy in each layer for each mode, thus providing and indication of damping 
effectiveness for each treatment. 
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Figure 2. Admissible functions used in the assumed modes analysis. 

The above model was easily modified to simulate the constraining layer having the same transverse displacement 
the base layer. Strictly speaking, the relative displacement hvi does not go to zero; rather it becomes —hvvve\i 
assuming the y and z surfaces are stress free. However, consistent with other assumptions made in this model, 
this is considered negligible compared to transverse displacement w, so all terms containing any mention of i or its 
derivatives are dropped from Eqs. 23-28. Another difference is that the strain energy in the VEM is calculated via 
Eq. 4 rather than Eq. 3 since both the y and z surfaces are now assumed stress free. 

3. RESULTS 

In sandwich beams where high damping is the goal, there will most likely be a large mismatch the moduli of adjoining 
layers. Another way to look at this is even though the 1-3 stress is forced to be continuous, there is a large jump in 
the 1-3 strain. One of the side effects of enforcing this stress continuity the way done here is terms containing the 

large number ^ as well as the dominating multiplier ( ^ J . If all but these ( §£) terms are discarded, all trace 

of the axial and relative transverse displacement are lost. The conditioning of the matrices was more a function of 
how j£ related to f^-. Note that Gb and Gc where on the same order for this study. At some point the VEM gets 
so soft compared to the facesheets that an ill-conditioned stiffness matrix results. Reposing the problem would no 
doubt help this, but simple scaling would not. 

The beam simulated is a unit-width, 12-inch-long aluminum cantilever with only the base layer fixed. Again, the 
viscoelastic core is approximated here by real properties since the effects demonstrated are due to a soft core, not a 

181 



§ 1 
CD 

£0.9 

200  400  600  800  1000 1200  1400  1600 
(a) VEM modulus (psi), hb=1", hv=0.005", hc=0.125" 

1800 

200  400  600  800  1000  1200  1400  1600 
(b) VEM modulus (psi), hb=1", hv=0.02", hc=0.125" 

1800 

CD 
(D 
C 

6 _l 
O 
i_ 

O 

4 UJ 
CO 
2 

2 ^ 
LU 
> 
4_i 

0 c 
<l> 
0 
CD 

25 D. 

20 

15 

200  400  600  800  1000 1200  1400  1600  1800 
(c) VEM modulus (psi), hb=0.125", hv=0.005", hc=0.125" 

Figure 3. MSE in VEM for CL^BL and ratio VEM MSE CL=BL/CL^BL versus VEM shear modulus. 

soft complex core. 

The most important measure of the effect of facesheet kinematic assumptions is the fraction modal strain energy 
(MSE) in the VEM. In fact, beams analyzed with the two sets of assumptions produce very similar natural frequencies, 
but the difference in VEM MSE is very noticeable, particularly for unfortunate choices of VEM thickness and shear 
modulus. The premise of this work is that a soft VEM layer will not always result in the constraining layer following 
a stiff base structure. The stiffness of the VEM is some combination of shear modulus and thickness. In this case, 
"soft" is related to j*., so it could mean low modulus, high thickness, or both. Figure 3 shows three situations 
where the VEM shear modulus is varied over a wide range. In the titles, hb,hv, and hc refer respectively to the 
thicknesses of the base, VEM, and constraining layers. The first five of the trial functions shown in Fig. 2 where 
used to expand each of the generalized coordinates. The curve labeled "MSE ratio" is the ratio of the VEM MSE 
predicted by assuming the facesheets move together (CL=BL) to that assuming they move independently (CL^BL). 
The other curve is simply the percent strain energy in the VEM predicted by CL^BL. For values of shear modulus 
less that 250 psi, the CL=BL model predicts between %70-%95 of what the CL^BL does. As one would expect, the 
two predictions converge as the VEM modulus increases and is better able to "pull" the constraining layer along. 
The VEM in case (b) is softer than that in case (a) since it is thicker, and accordingly the predictions for low shear 
modulus values are worse. Case (c) follows the same trend, except the ratio of VEM modal strain energies goes 
to 1.0 and keeps going. A possible explanation for this may be revealed by the level of VEM MSE, which is most 
likely caused by the inability of the high strains in the VEM to be expressed in terms of the base-layer generalized 
coordinates. This is a point of continuing research. 
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The two MSE predictions tend to approach each other at higher modulus values, but many materials commonly 
used have moduli near the low end of those in Figure 3. For instance, 3M's ISD 112 has a shear modulus of 
approximately 125 psi at room temperature and 100 Hz.13 

4. FUTURE WORK 

The implementation of the current model in MATLAB is too sensitive to the large stiffness mismatch between the 
facesheets and VEM. Enforcing continuity of the 1-3 stress (3-3 was ignored) between layers, however correct and 
physical, aggravated the problem, and simple nondimensionalization will not entirely solve the problem. The current 
plan is to recognize that this sandwich beam is some perturbation of a simpler structure, and small parameters must 
be assigned to the variations from this simpler structure. Simple perturbation analysis then provides the tools for 
ensuring that the important terms are retained and negligible ones are dropped in the formulation. 

ACKNOWLEDGEMENTS 

The authors wish to thank the Army Research Office for their support of this work. 

REFERENCES 

1. P. Lienard, "Etude d'une methode de mesure du prottement interieur de revetements plastiques travaillant en 
flexion," La Recherche Aeronautique 20, pp. 11-22, 1951. 

2. H. Oberst, "Ueber die dämpfung der biegeschwingungen dünner bleche durch fest haftende beläge," Acustica 2 
pp. 181-194, 1952. 

3. E. M. Kerwin, "Damping of flexural waves by a constrained visco-elastic layer," Journal of the Acoustical Society 
of America 31, pp. 952-962, 1959. 

4. R. A. DiTaranto, "Theory of vibratory bending for elastic and viscoelastic layered finite-length beams," Journal 
of Applied Mechanics 32, pp. 881-886, 1965. 

5. D. J. Mead and S. Markus,  "The forced vibration of a three-layer, damped sandwich beam with arbitrary 
boundary conditions," Journal of Sound and Vibration 10(2), pp. 163-175, 1969. 

6. B. E. Douglas and J. C. S. Yang, "Transverse compressional damping in the vibratory response of elastic- 
viscoelastic-elastic beams," AIAA Journal 16(9), pp. 925-930, 1978. 

7. D. K. Rao, "Frequency and loss factors of sandwich beams under various boundary conditions," J. Mech. Engr. 
Science 20(5), pp. 271-282, 1978. 

8. M. J. Yan and E. H. Dowell, "Governing equations of vibrating constrained-layer damping sandwich plates and 
beams," ASME Journal of Applied Mechanics 39, pp. 1041-1046, 1972. 

9. M. D. Rao and S. He, "Dyanmic analysis and design of laminated composite beams with multiple damping 
layers," AIAA Journal 31(4), pp. 736-745, 1993. 

10. C. D. Johnson, "Design of passive damping systems," Journal of Mechanical Design and Journal of Vibration 
and Acoustics 117 (B), pp. 171-177, 1995. ASME 50th Anniversary Design Engineering Division. 

11. C. T. Sun and Y. P. Lu, Vibration Damping of Structural Elements, Prentice Hall, first ed., 1995. 
12. A. Baz and J. Ro, "Optimum design and control of active constrained layer damping," Journal of Mechanical 

Design and Journal of Vibration and Acoustics 117 (B), pp. 135-144, 1995. ASME 50th Anniversary Design 
Engineering Division. 

13. A. D. Nashif, D. I. G. Jones, and J. P. Henderson, Vibration Damping, Wiley-lnterscience, first ed., 1985. 
14. C. D. Johnson and D. A. Kienholz, "Finite element prediction of damping in structures with constrained vis- 

coelastic layers," AIAA Journal 20(9), pp. 1284-1290, 1982. 

15. R. D. Blevins, Formulas for Natural Frequency and Mode Shape, Krieger, 1984. 
16. L. Meirovitch, Elements of Vibration Analysis, McGraw-Hill, second ed., 1986. 

17. L. Meirovitch, Principles and Techniques of Vibrations, Prentice Hall, first ed., 1997. 

18. I. H. Shames and C. L. Dym, Energy and Finite Element Methods in Structural Mechanics, Taylor and Francis 
first ed., 1985. 

19. R. R. Craig, Structural Dynamics, Wiley, first ed., 1981. 

183 



Passive damping of beams with 
constrained viscoelastic material 
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ABSTRACT 

Even in this period of large expansion of active control for noise and vibration suppression, passive damping technology is 
widely accepted and used because of its low cost and high reliability in many common applications. Viscoelastic materials 
play an important role in vibration reduction both in their free and constrained layer forms. This paper addresses the problem 
of calculating the modal frequencies and loss factors of beams containing a constrained viscoelastic layer. The problem is 
approached from an analytical point of view and an approximation is proposed on the mode shapes to simply take into 
account different boundary conditions. Calculations are performed on the basis of the energy method and compared with the 
results of the classical RKU theory and a finite elements model. A similar approach is also adapted to the study of partially 
covered beams; in this situation the RKU theory doesn't fit and only the FE model has been used as reference. 

Keywords: beams, constrained viscoelastic material, partial coverage 

1. BASIC HYPOTHESES 

The hypotheses at the basis of this work (see ', for example) are briefly summarized hereafter (see also Fig. 1). 
1. Plane transverse sections remain plane and normal to the longitudinal direction after bending. 
2. The transverse displacement w(x,t) doesn't vary through the thickness of the beam. 
3. The longitudinal displacements u(x,t) vary linearly in each layer; u,(x,t) and us(x,t) are the displacements of the mean line 

of layers 1 and 3. 
4. All displacements are small and there is perfect continuity at the interfaces. 
5. Shear and extension of the core can both be included. 

J* V 

u, 

< k 
t3 

t, 

 ^ 

'3f tz ■^                                           ^^ /            * 

L  ^Z 

< '- > 

Figure 1. Scheme of the sandwich beam and its displacements. 

With these assumptions it is possible to express the kinetic and strain energies of the sandwich beam in terms of u,(x,t), 
u3(x,t), w(x,t) and their space and time derivatives. 
Applying the Hamilton's principle and performing the variation term by term, the following equations for the flexural 
vibrations of the sandwich beam are obtained ''2: 
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The solution of these differential equations can be sought in the form: 

w(x,t) =fw(x) sin(cot) 
u,(x,t) =f,(x) sin(cot) 
u3(x,t) =f3(x) sin(cot) 

where «is the circular frequency of the oscillation ss\AfJx),f,(x),f3(x) define the displacements of the layers. 
To determine the three functions, fjx),f,(x) and/; (x), appropriate boundary conditions should be applied to both the ends of 
the beam and Eqs. (1) contemporaneously fulfilled, which is a not always simple task to accomplish. 

2. AN APPROXIMATE SOLUTION 

In order to find a simple solution of the problem, we decided to assume flexural mode shapes of the sandwich beam equal to 
the mode shapes of a single layer beam. This of course can be a very coarse approximation but is very helpful for quickly 
defining the deformations of the system. 
For a simply supported beam we then have3: 

fv(x) = sin(nm/L) 

with ZMength of the beam and «=number of the mode, which is, by the way, the exact solution. 

For a clamped-free beam we have: 

fjx) = a sinßjc/L) + b cosß,pc/L) + d shß,pc/L) + e chß^c/L) (2) 

shXn-sinX„ an - —r, 7~ > *•> are the solution of the equation chA cos A + 1 = 0 and a = a„, b = -1, d = -a„, e = 1. 
chA„+cosAn 

Different boundary conditions generate different values for a, b, d, e, a and X but the structure offjx) doesn't change. 

Assuming Eq. (2) as expression of the flexural mode shapes, it's also possible to define f/x) mdf3(x) in a similar way: 

185 



f,(x) = A, cos(A,x/L) + B, sin(A^c/L) + D, ch(X,pc/L) + E, sh(l,x/L) 
(3) 

f5(x) = A3 cos(A,x/L) + B3 sin(X,x/L) + D, ch(Ajc/L) + E} sh(A,x/L). 

The substitution of Eqs.(2) and (3) in Eq. (1), let us build up four separate systems, each containing three equations in the 
unknown co and, respectively, the couples At - A3, B, - B3, Dt - D3, E, - E3., whose solution can be found iteratively. 
Starting with a given value wh the linear systems are solved and the expressions of fjx),f,(x),f3(x) are used to compute the 
strain and kinetic energies of the sandwich beam. Their ratio gives a new frequency value ai+, which can be compared with 
the previous one. The procedure can be halted when the difference on the frequencies is considered negligible. 
The direct consequence of this assumption is that the mode shape doesn't change even if the mode frequency does. 

3. PARTIALLY COVERED BEAMS 

Also the problem of partially covered beams has been approached in a similar way to bypass a number of analytical 
difficulties that arise in this situation. 
In such a case even the basic equations describing the motion of the sandwich differ from Eqs. (1). Those equations were 
defined, through the Hamilton's principle, taking start from the expressions of the kinetic and strain energies but these 
expressions now have to vary because only a part of layer 1 is topped with the viscoelastic material and the constraining 
layer. 
What we did is to assume that Eqs. (1) still hold4 and, again, that the mode shapes of the partially covered beam don't change 
with respect to the mode shapes of the bare beam. The procedure is then as described in the previous paragraph but, because 
of the new assumptions, the approximation is even larger than in the case of the full sandwich beam. 

4. FE MODEL 

The comparison of the results obtained with the described method has been carried out on the basis of a simple FE model. 
The first layer of the sandwich beam has been modelled with 99 eight-nodes solid elements along its length (x direction), two 
elements along its depth (y direction) and just one element along the thickness (z direction). Also layers 2 and 3 were meshed 
in the same way (99-2-1) for the fully covered beam whilst, in the partially covered model, the number of elements has been 
reduced in order to select the same nodes of the first layer and keep a constant length of the elements. Various tests on a 
clamped-free beam and a three-layer beam showed that this mesh is sufficient to guarantee reliable results on the FE model 
and don't generate too large aspect ratios in the elements (the dimensions of the beam are reported in paragraph 5). 
Since the FE package doesn't allow to use viscoelastic materials, the Young modulus of the three layers remained unchanged 
with frequency (temperature was considered fixed). 
The loss factor of structure r]st has been defined, for each mode, according to5: 

r]sl=r]2U2/Usl (4) 

where rj2 is the loss factor of the damping material, U2 and Usl are the strain energies of the damping layer and of the 
sandwich beam. 
Also for the loss factor of the damping material no variation with frequency and temperature has been taken into account. 

5. NUMERICAL EXAMPLES 

For all the numerical examples we used the following constant values: 

E2 = 5.00 107 N/m2 E3 = 2.07 10" N/m2 

p2 = 1500 kg/m3 p3 = 7800 kg/m3 

L = 0.20 m b = 4 mm 
t3 = 0.1 mm 

The thickness t2 of the viscoelastic layer is specified in each example. 

E, = 2.07 10" N/m2 

Pi = 7800 kg/m3 

v2 = 0.49 
V = 1 mm 
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The percentage values reported in each example, expressing the variation of the mode shapes computed with the FE model 
(wFE) and compared with the theoretical deformations (wTh), are defined as: 

error = 100 • \\wTh~wFE\\ 

\\wTh\\ 

Simply supported sandwich beam 
In order to verify the behaviour of the procedure we took start from a simply supported beam. With these boundary 
conditions also the classical Ross-Kerwin-Ungar theory6 can be used for a comparison of the results and the assumption that 
the mode shapes don't change should be verified. 
With t2 = 0.2 mm the percentage errors on the mode shapes are in fact very small: 

Mode 1 2 3 4 
Error [%] 0.003 0.043 0.162 0.397 

The modal frequencies and loss factors of the FE model, of the approximate method (AP) and of the RKU theory are (with 
"2=0.1): 

Mode fFE [Hz] WTk [%] f*P [Hz] WTI2 [%] fRKU [Hz] llRKlAb [%] 
1 68.9 1.94 68.9 1.94 68.9 1.92 
2 268 6.07 268 6.06 269 6.02 
3 585 9.65 585 9.66 585 9.62 
4 1009 11.5 1008 11.5 1009 11.5 

The values of nFE/r|2 and r]^^ are both computed as in Eq. (4) and are independent from r\2; r\2 is instead part of the 
computational process in the RKU method and its increment results in a less accurate evaluation of the ratio TIR^/T^. F°r 

example, with n2=0.5 we got: 

Mode 1 2 3 4 
fwcu [Hz] 68.9 270 589 1016 

TlRKlAh [%] 1.58 5.14 8.57 10.6 

Also with t2 = 0.4 mm the situation doesn't change and the results of the approximate method are as accurate as these. 

Clamped-free sandwich beam 
In this second example, the results obtained with clamped-free boundary conditions are presented. 
With t2=0.2 mm the errors on the mode shapes are: 

Mode 1 2 3 4 
Error [%] 0.21 1.42 2.69 3.57 

It is easy to note that these values, although small, are at least one order of magnitude greater than those of the simply 
supported beam. 
The calculation of the frequencies and loss factors gave: 

Mode fpE [Hz] W^b [%] fAP [Hz] r|AP/r|2 [%] 4KU [Hz] TlRKlAk [%] 
1 24.7 0.85 24.7 0.78 24.7 0.73 
2 151 4.51 153 4.61 152 3.86 
3 412 7.96 417 8.37 413 8.01 
4 784 10.4 791 11.0 784 10.8 

It is worth noting that the results obtained with the RKU method (n2 = 0.1), that is strictly valid only for simply supported 
beams, are not too far from the reality. 
We also have to mention that the results of the approximate method are relative to a value of y2 defined as: 

Y2 = G2t2^1 + T]2      with    r|2 = 0.5. 
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This means that y2 has been defined using the modulus of G2 and not only its real part; assuming r\2 

don't change but the loss factor estimates increase. 
0.1 the frequencies 

With t2=0.4 mm the errors on the mode shapes are: 

Mode 1 2 3 4 
Error [%] 0.61 3.06 4.86 5.60 

Frequencies and loss factors, evaluated as above, are: 

Mode fpE [Hz] W*l2 [%] f*. [Hz] W^ [%] fRKU [Hz] T1RKIA|2 [%] 
1 26.8 2.06 26.8 1.98 26.7 1.85 
2 159 9.49 164 10.4 161 8.70 
3 422 14.2 431 15.9 424 15.0 
4 787 16.1 797 17.7 786 16.9 

The difference among the values are becoming larger even if the errors on the mode shapes are still limited. This happens 
because most of the discrepancies among the theoretical and actual mode shapes are concentrated in the regions of maximum 
curvature, which are the most important in the definition of the strain energy associated to the viscoelastic layer. 

Clamped-free partially covered beam. 
When only part of the beam is covered with the viscoelastic and the constraining layers, assuming the same physical and 
geometrical properties of the previous examples (with t2=0.2 mm), the situation becomes more critic. The variations between 
the assumed and the actual mode shapes are larger thus causing errors in the definition of the deformations and the loss 
factors. 
As a matter of example Fig.3 represents the 1st and 3rd mode shape of the clamped-free partially covered beam sketched in 
Fig.2 (solid line: theoretical mode shapes - grey circles: FE mode shapes). 
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Figure 2. Sketch of the partially covered beam 
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Figure 3. Is and3r mode shape of the partially covered beam 



The resulting frequencies and loss factors, evaluated as above, are: 

Mode fFE [Hz] Wn.2 [%] fAP [Hz] WTh [%] 
1 25.0 2.73 25.7 0.12 
2 137 2.44 142 0.96 
3 378 4.71 388 1.61 
4 737 4.18 746 3.84 

As usual the discrepancies on the loss factors are much more evident than those on the frequencies and it's also quite 
surprising that the loss factor of the 1st mode is larger than the corresponding value on the fully covered beam. We think this 
may be due to the different relative motion of the 1st and 3rd layer in the two damped configurations. 

6. CONCLUSION 

The method described in this paper, with its assumptions and approximations, showed some good characteristics but also 
some evident drawbacks. The basic hypotheses lead to a model of the sandwich beam which may simply be solved if mode 
shapes are assumed to remain unchanged. In this situation the solution is quickly determined, with a good accuracy also for 
boundary conditions different from the double support. Of course the errors increase when the thickness of the supporting 
beam (layer 1) is insufficient to ensure the validity of the postulates. 
The limitations are well stressed by the example regarding the partially covered beam. The lack of definition in the 
deformations results in large errors in the loss factors; also small differences on the mode shapes degenerate in damping 
estimations far from those of the FE model, that are assumed as reference values. Anyway both for the full and partial 
coverage the estimation of the modal frequencies is quite accurate. We then consider appropriate to apply the described 
approximations only when the rigidity of the basic layer is so high to assure insignificant changes of the mode shapes. 
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Multilaminated plates with thin, compliant adhesive layers 

S. W. Hansen 
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ABSTRACT 

A dynamic model for a multilayered laminated plate is developed. The laminated plate consists of 2n plate layers 
and 2n - 1 adhesive layers. The layers (both plate and adhesive layers) are assumed to be homogeneous, trans- 
versely isotropic and perfectly bonded to one another. In the initial modeling, the Reissner-Mindlin theory of shear 
deformable plates is applied to each layer, resulting in a high-order plate theory in which the shear motions of the 
layers are completely independent. Simpler, lower-order models can then be obtained from this initial model from 
asymptotic limits based upon the assumptions that (i) the adhesive layers are very thin,(ii) the elastic modulii of the 
adhesive layers are small compared to those of the plate layers, (iii) the shear stiffnesses of the plate layers are very 
large, (iv) the rotatonal moments of inertia of the individual plate layers are very small. 

Keywords: laminated plate, multilayer plate, constrained-layer plate, laminated beam, constrained-layer beam, 
laminated beam 

1. INTRODUCTION 

Since the pioneering work on shear deformable beams and plates of Reissner1 and later Mindlin,2 numerous mod- 
els have been developed to predict the dynamic behavior of thin multilayered plates. In particular many of the 
constrained layer models (see Sun and Lu3 for a survey and many references) have been valuable in analyzing the 
dynamical properties of these plates. However the range of applicability of these models is often assessed only through 
experiment and there is a lack of theoretical foundation from which to to evaluate the accuracy of these models. 

One problem is that all of these models are developed by making restrictive a-priori kinematic assumptions upon 
the class of possible motions through the thickness of the plate. In particular, a common assumption is that the shear 
stresses or strains are assumed to be continuous across the interfaces of the adjacent layers. Although this sounds 
like a natural assumption, when this assumption is coupled with continuity of displacement across the interfaces, one 
is left with two conditions at each interface. This effectively forces a direct coupling between the motion of all the 
layers in the sense that a motion in one layer uniquely determines the motion in all other layers. Thus, unless one 
knows the extent to which these kinematic assumptions are valid, and for what applications, it is difficult to make 
any valid assesments concerning the accuracy the model. 

The approach described here overcomes part of this problem by starting with a high-order plate model in which 
no interface conditions, other than continuity of displacement, are assumed. By applying natural asymptotic as- 
sumptions, this initial high-order model can be used to obtain lower-order models with limited degrees of freedom. 
One then has a basis of comparison with which to assess the validity of the lower-order models. 

We apply in our initial modeling a multilayer version4 of the Reissner-Mindlin theory of shear deformable plates. 
This is a high-order plate theory in which the shear motions of each layer are completely independent. Simpler, 
lower-order models are then be obtained from this initial model from asymptotic limits based upon the assumptions 
that (i) the adhesive layers are very thin, (ii) the elastic modulii of the adhesive layers are small compared to those 
of the plate layers, (iii) the shear stiffnesses of the plate layers are very large, (iv) the rotatonal moments of inertia 
of the individual plate layers are very small. The resulting laminated plate model is a generalization of the model 
described in Hansen,5 in which only one adhesive layer is present. 

Our general approach is valid for general (nonsymmetric) laminated plates, however for simplicity of exposition 
we consider in this article the symmetric case in which all the material parameters are symmetric with respect to 
the geometric midsheet of the plate. 

Email: shansen@iastate.edu; Supported in part by the National Science Foundation under Grant DMS9623144 
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This article is organized as follows. In Section 2 we review the basic assumptions used in the derivation of the 
multilayer plate model of Hansen.4 In Section 3 we obtain the lower order models by taking asymptotic limits of 
the initial model. Some asymptotic and spectral properties of these resulting models are investigated, such as the 
dependence of the plate stiffness upon the glue stiffness and frequency of vibration. Some conclusions are given in 
Section 4. 

2. MULTILAYER PLATES 

The laminated plate models we will consider are all based upon the multilayer plate model in Hansen.4 This multilayer 
plate model is derived under the assumptions that no slip occurs along the interfaces and each of the layers satisfy the 
assumptions of Reissner-Mindlin plate theory,1'2 namely, within each layer the in-plane displacements vary linearly 
with respect to the transverse coordinate and the transverse displacements are constant with respect to the transverse 
coordinate. A possible deformation is indicated in Fig. 1. 

Although we are mainly interested in the case of a symmetric multilayer plate, our approach is valid for nonsym- 
metric plates. In the following subsection we briefly describe the general rc-layer model of Hansen4 before specializing 
to the symmetric case. 

2.1. General n-layer plate 

The plate is assumed to consist of n plate layers which occupy the region ft x {-h/2, h/2) at equilibrium, where ft 
is an open bounded domain in R2 with boundary T. Let 

-h/2 = z0 < zi < ... < £„_! < zn = h/2,        hi = z, -z,-_i, i = l,2,...,n 

We use the rectangular coordinates x — {x1:x2} to denote points in ft and x = {x,x3} = {x1} xi, x3} to denote 
points in Q = U"=1Qj, where 

Qi = Qx{zi-i,Zi),        i=l,2,...,n. 

For x G Q let U(x) = {Ui, U2, U3}(x) denote the displacement vector of the point which, when the plate in equilibrium 
has coordinates x = {x\, x2, x3}. In addition define u1 = {u\,u%

2} and u'3, i = 0,1, 2,.. .n by 

u)(x) = Uj(x, Zi)   j = 1,2,3,    Vz G ft. 

Throughout this paper the index i will refer to a particular layer or interface within the composite plate. For 
vector quantities whose components vary from layer to layer, the index i will be superscripted, while for scalar 
quantities the i will be subscripted. 

Let (Tjk, tjk {j, k — 1,2,3) denote the stress and strain tensors, respectively. For a small displacement theory we 
assume 

Each layer is assumed to be homogeneous and transversely isotropic, however the material properties can vary from 
layer to layer. Following Mindlin's approach,2 the constitutive equations for 3-dimensional transversely isotropic 
elasticity are reduced to following constitutive equations by assuming a33 to be negligible. 

dl = IT^(ell + Vi£22)     0-12 = ift7fi2 

0-22 = T^iyitu + C22)    <Ti3 = 2Gjei3 (2) 

<?33 = 0 <T23 = 2G,£23, 

where Et denotes the in-plane Young's modulus, G; denotes the transverse shear modulus (with shear correction2 

included), and Vi denotes the in-plane Poisson's ratio, all for the fth layer. 

Due to the assumption that the transverse displacements are constant in the transverse direction, we may simply 
define the scalar function w as the transverse displacement. Thus 

w(x) = ul(x) = ul(x) = .. . = u3(x)    \/x G ft. 
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Due to the assumption that the surfaces are perfectly bonded we find that each filament that is originally orthogonal 
to the surfaces has 2n + 3 degrees of freedom: w, u°,..., un. 

For i — 1,2,.. .,n define ^ = {tp\, ip2}, <p' - Wi^i}, and v* = {^1,^2} by 

,,i-l 
f = <p' = P + (Vwf, (3) 

In addition, let u, ip, v, p denote the matrices whose ith row is u1, ipl, v\ ipl, respectively. Furthermore let Vw 
denote the n x 2 matrix whose ith row is (Vw)T. The components 4>l, of V^ can be viewed as the total rotation angles 
of filament within the i-th layer in the Xj-x3 plane (with negative orientation). The components of ip represent the 
(small angle approximation for the) shear angles within each layer. (See Figure 1.) The components of v* represent 
the in-plane displacements of the midplanes of the i-th layer. 

D- 

R\ 

hx f 

h3 * 

h <          c h2 ; 
* B 

1 » A 

1 
X3 - .fi 
 ..  Xi *% / 

CT^C^'         : 

''/        *       i 

C 

Fig. 1. A projection onto the Xi-x3 axis of the deformation of the straight filament 

A-B-C-D at equilibrium (bottom left) into the deformed filament A'-B'-C'-D'. If 

C and D have coordinates {x, Z2} and {x, Z3} then C and D' have coordinates 

{x + U   (x), Z2 + w{x)} and {x + U3(x), Z3 + w(x)}, respectively. 

Define £; = (z,-_i + z;)/2. The displacements within the ith layer can be written in terms of the translations v* 
and total rotation angles ip' as 

Ui (x, x3)    = D
1

! (z) + (2:3 - Zi)ip\ (x)    z{^ < x3 < zt 

U2{x, X3)      = V2(x) + (X3 - Z;)V4(z)       Zi-l  < X3<  Zi 

U3(X,X3)      — W(x) Zi_i  < X3 < Zi. 

(4) 

The displacement equations (4) should be interpreted in terms of the state variables {u,w}; that is, v and xj> are 
actually functions of the state {u,w} by (3). In particular, continuity of displacements along the interfaces is 
automatic. 

Substituting (4) into (1) gives an expression for the strain within the i-th layer: 

en 

«12 

dv\ 
+ (X3 - Zi £22 

2   I ft£+ to? + (33 -■*,-) 

2)- 

dvX    ,   / 1 9*2 

dX2 + sn W 
dXl)\ (5) 

«13      =Wl) «23=1(^2 
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Since 033 is assumed to be negligible we may assume (for the purpose of calculating the energy) that £33 = 0. 

The strain energy V = YTi-\ Pi an<^ kinetic energy K. = YA=I fa f°r tne composite plate are given by 

V, 'i = - /        Y] €jkajkdxdx3,        K,i = -/    p;([>:
2 + U$ + Üi)dxdx3, 

2J Qi j%i 2J 0. 

where ■ = d/dt and p; > 0 denotes the mass density per unit volume within the i-th layer.  From (2) and (5) the 
strain energy of the ith layer can be written as 

P'    —  2 J nP* Sxx)     ^\dx2)     "T Z^   ^ 8x2   dX! J 

+ '1-Vi\   ( d^\ 
>.    2    ) \dx2 

+ dipl 

+¥/nl2A 

dx 

i\2 

\dxxj    ~r \dx2)    + lv' \dxi dx2) 

(6) 

+ V       2       V    ^9*2   """   S*l/ + Gi((^)2 + (^2)
2)^ 

where D,- = 1?,-/12(1 — fcf).   A'ftf is the modulus of flexural rigidity for the x'th layer and hid is the modulus of 
elasticity in shear for the ith layer. Likewise the kinetic energy of the ith layer is 

■t   f 73 

£.• = 2]   PihiH2 + E^f(i>i- &) + Pihi (V ■ v{) dx, 

where the "dot product" denotes the usual scalar product on R2. 

Define the following n by n matrices: 

h=  diag(/ii,/i2,..., hn) D =  diag (£>i, D2, ■.., Dn) 

P=  diag(pi,p2)...,p„) G=  diag(Gi,G2,...,G„). 

If 9 and £ are matrices in R/m, by 6 ■ £, we mean the scalar product in R(m. We will also denote 

J n J r 

The expressions for the kinetic and potential energy can be rewritten as 

fat) = c{v, ip, w; v, i\), w)/2        V{t) = a(v, ip, <p\ v, ip, <p)/2 

where c(-; •) and a(-; •) denote the bilinear forms 

c(tp, v, w; $, v, w)    = ((h • p)w, wjn + ((ph3/12)V>, V»)n + {hpv, v)n 

a(ip, v, <p; i/>, v, if)    = a0(h
3tp; ip) + 12a0(hv; v) + ai(ip; <p) 

aoM) =E?=iao(^';^') 

aj(^;^) =(A.^l,g)n+(A.||iM)n 

\   l     ' dx2 > 8xi j n   >    \   '^' dx,. > dx2 J n 

+ \\   2   )IJ'\dx2 
+ dx1)'\dx2 

+ dx1JJa 

aiif;?) =(Gh^>,^)n. 

(7) 

(8) 
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For simplicity, we will assume there are no external forces acting on the plate and no damping is included. To 
obtain the equations of motion, one first expresses v, ip and <p in terms of the state variables {u, w}, then forms the 
Lagrangian from the expressions for the potential and kinetic energy, and finally applies Hamilton's principle. 

For example, if the plate is clampted on the boundary we let {ü, w} = {ü°, ü1,... ,un ,w) denote a test function 
on ft x (0,T) (with dimensionality matching that of {u, w}) for which 

r -   -1      rdit   dw. 

{«, w}\t=o = -^{ü, w}\t=0 = {«, w}\t=T = -KT{U, w}\t=T = 0    in ft 

where n is the outward unit normal to F. An application of Hamilton's principle leads to the equations of motion in 
weak form: 

c [i>, i), w; i>, v,wj -a (J>, v, ip; ip, v, <p\ = 0 it (9) f J o 

where v, i/> and <p are given in terms of {ü, w} by (3) (but with hats on u, v, w, tp, ip). 

An explicit form of the equations of motion (and corresponding boundary conditions) can be obtained from (9) 
by a procedure involving an integration by parts in time, and Green's theorem in the spatial variables. The resulting 
boundary value problem involves a system of In + 3 coupled PDE's whose explicit form is given in Hansen.4 It is 
important to note that neither 4> nor v may be used in place of u for a state variable due to the fact that u has 2n + 2 
coordinates while v and ip each have 2n coordinates. This situation improves, however in the symmetric case. 

2.2. Symmetric multilayer plates 

In the case where the material properties of the multilayer plate are symmetric with respect to the centersheet, 
all solutions {u, w} of the multilayer plate system decouple into the sum of a symmetric solution {us,0} and an 
antisymmetric solution {ua,w}, where us (resp., ua) denotes a displacement that is symmetric (resp., antisymmetric) 
with respect to the centersheet of the multilayer plate. (See Hansen4 for a precise statement about this decoupling.) 
Since the symmetric part is independent of the transverse displacement, for what concerns bending it is enough to 
consider only the antisymmetric part. Although this antisymmetric part still satisfies the equations of motion (9), 
many of these equations become redundant, due to this decoupling. 

To obtain a minimal set of equations, one needs to make use of the symmetry. 

First consider the case in which there are an even number of layers, so that the centersheet of the multilayer 
plate coincides with the middle interface. Assume that the multilayer plate consists of 2n layers, indexed i = 
±1, ±2,..., ±n, and 2n + 1 interfaces (this includes the outer faces), indexed i = 0, ±1,... ± n, where the i = 0 
interface represents the centersheet of the multilayer plate, and the i — ±1 layers are adjacent, and so forth, with 
the outer layers indexed ±n. Since w,- = -u_,- (for antisymmetric motions), the motion below the centersheet is 
exactly opposite that of the top half, and furthermore the potential and kinetic energies of the top and bottom halfs 
are the same. Consequently it is enough to consider only the energy corresponding to the top half'of the composite 
plate, i.e., those layers indexed from i = 1 to i = n and those interfaces indexed from i = 0 to i = n. Except for the 
factor of two, the same Lagrangian is obtained, and consequently (9) remains valid for representing the equations of 
motion (provided that once a solution is obtained, the motions from the bottom half of the plate are determined by 
antisymmetry). 

In the case of an odd number of layers, we artificially divide the center layer into two layers with an interface 
through the centersheet of the middle layer. This effectively creates an even number of layers, reducing the problem 
to the previously descussed case. Note that we have not changed the problem since no additional degrees of freedom 
are created in dividing the middle layer. (Additional degrees of freedom only contribute to the in-plane solution and 
do not change the form of the antisymmetric component.) 

Therefore, when considering the antisymmetric motions, we only need to consider the case of an even number 
of layers, with the i = 0 interface representing the center interface. Note that in this case, by the antisymmetry of 
motions we have that u0 = 0. As a consequence, only 2n + 1 state variables are needed (instead of 2n + 3) and hence 
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{ip, w} (or {v, tu}) may be used as state variables. Thus, to obtain the strong form of the equations of motion from 
(9), one can choose {ip, w] as the state variables, then express v in terms of ip and integrate by parts, as mentioned 
earlier, to obtain a system of PDEs and boundary conditions. 

Before writing down the boundary value problem associated with (9) we first need to develop some notation. 

2.2.1. Notation 

Define 

by 

Li<p = {L[^>,L^} 

B[{<Pi,fo)    =Di 

Bittufa)    =Di 

^jV- dxj  [^tSxj)      ^dxk\      2      ^dxk) + dxk\      2      U^dxJ) 

+ 3§7(".-A|£))     (i,*) = (l,2),(2,l). 

Also define the boundary operators B'<p = {B\(<f>i,<j>2), (#2(^1,^2)} by 

In the above, (ni,n2) denotes the outward unit normal vector to T. The following Green's formula is valid for all 
sufficiently smooth <p, <j>: 

a\)(<P,]>) = (Bi<p,J>)r-(Li<P,j))n. (10) 

For £=(£]) (i — 1, 2,..., n, j = 1, 2) define the matrices L£ and B£, by 

(LOa = (L)C),        (BZh = (BiC),        i = 1,2,..., n, j = 1,2. 

As we have mentioned, if we choose {ip, w} for state variables, we need to express v in terms of ip. Let M denote 
the matrix relating ip to v. 

v = Mip. 

2.2.2. Boundary value problem 

An integration by parts in t of (9) followed by an application of (10) leads to the following: 

h ■ pw - div E?=i(G,-Ä,y') = 0, x e n, t> o 

MThpii - MThLv + ph3ip/12 - h3Lip + Gh^ = 0, x G Q, t> 0 

where u = M^, ip = ip + Vw. 

In the case of simply supported boundary conditions (the no applied moments on the boundary, zero transverse 
displacement) the appropriate boundary conditions are: 

w = 0,        h3^ + 12MThßu = 0,        on I\ (12) 

The reader is referred to Hansen4 for a more detailed discussion of the system (11), and other possible sets of 
boundary conditions. 

3. LAMINATED PLATE MODELS 

We describe four models for laminated plates in this section. The first is the initial model based upon the symmetric 
multilayer model descrbibed in section 2. The second is obtained from the first as an asymptotic limit, using the 
assumption that the adhesive layers are thin and compliant. The third is obtained from the second as an asymptotic 
limit under the assumption that the shear stiffnesses of the plate layers are very large. Our final model is an 
approximation of the third in which the rotational moments of inertia of the individual plate layers are assumed to 
be negligible. 

(11) 
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3.1. Initial model 

We consider a laminated plate with laminates that are symmetric with respect to the centersheet of the laminated 
plate. We assume that the laminated plate consists of 2n plate layers and In — 1 adhesive layers. (The case of 2n + 1 
plate layers is similar.) Thus the middle layer is an adhesive layer. 

As discussed in the previous subsection, we artificially divide the middle layer into two layers, so that the top 
and bottom half both consist of n adhesive layers and n adhesive layers. As discussed in Section 2, we only need 
to consider the top half of the laminated plate. Therefore assume that the bottom (of the top half) is the i = 0 
interface and the top surface is the i = 2n interface. The layers are indexed from i = 1 to i = 2n, with higher layers 
corresponding to higher indices. Thus adhesive layers are indexed odd and plate layers are indexed even. 

To calculate the potential and kinetic energies of the top half, we use the same expressions for the energies of 
each layer (6), (7), but with 2n instead of n layers. Consequently our initial model for a symmetric laminated plate 
with 2ra plate layers and 2n glue layers is given by (11) but with n replaced by 2n. 

3.2. Limit model for thin, compliant adhesive layers 

We now assume that the adhesive layers are thin in comparison to the plate layers and the shear moduli of the 
adhesive layers are small in comparison to the those of the plate layers. Therefore we treat ha and Ga as small 
parameters and would like to obtain a limiting model as these parameters tend to zero. However to retain the 
potential energy in shear of the adhesive layers we need to retain the ratio 7; := Gi/ht fixed for the adhesive layers. 
We therefore would like to determine the limiting form of the system (11) as Gi -» 0, h, -> 0, with 7,- := Gi/hi fixed 
for odd i (adhesive layers). 

Before we get to this however we will need some notation to distinguish quantities relating to plate layers from 
from those of adhesive layers. 

Let Pa be the projection (a 2n by n matrix) that maps {al,a2,..., a2n)T -> (a1; a3,..., a2n-i)T and define Pp to 
be the corresponding projection that maps to the even-indexed coordinates. For each vector that is indexed by the 
layers, like ip, for example, we define ipa = Pa"i> and ipp = Ppip. (We will not need to refer to directional components, 
so there should be no confusion.) For matrix quantities, h, for example, we define ha to be the n by n diagonal 
matrix whose diagonal elements are the thicknesses of the adhesive layers (in symbols: ha = PahPj). Likewise hp 

denotes the diagonal matrix of plate layer thicknesses. 

We are interested in finding the limiting form of (11) as 

ha -> 0,   Ga -> 0  with 7 = h^Ga   fixed. (13) 

Due the possibility of large shears in the adhesive layers we define a new state variable for these layers: 

Sa = hatpa. 

By (3) we see that Sl
a = ul - ul~l (i odd) and hence represents a differential in displacement of the adhesive layers. 

We will wish to use {w,xpp,Sa} as state variables. Therefore we need to express the potential and kinetic energies 
in terms of these quantities. Furthermore, to obtain the equations of motion explicitly, we will need to express v in 
terms of Sa and ip. Using that u° = 0 (since this is the middle and we are considering only antisymmetric motions) 
we obtain the following. 

(N +1/2) N        \ (    &a    \       ( A    B\ (    Sa      , 
(14) 

{N + 1)      {N + 1/2)  ) \ hpVP )     ' \C    A ) \ hpVP 

where N denotes the nilpotent matrix with Vs below the main diagonal and 0's everywhere else. 

The bilinear forms c and a can be rewritten: 

c(V>, v, w; V>, v, w)    =    {(ha ■ pa + hp- pp)w, w)n + ca(5a, tpp;Sa, 4>p) + cp{5a,tl>p;8a,^p), 

a{ip,v,<p;i>,v,ip)    =    aa(Sa,ipp;Sa,i>p) + ap(Sa,ipp;Sa,i)p) 
(15) 
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where ca and cp are the bilinear forms corresponding to the in-plane kinetic energy of the adhesive layers, and plate 
layers, respectively, and aa and ap correspond to the strain energies of the adhesive and plate layers, respectively. 
For example, 

ca{Sa,ipp':da,i>p)    = j2{Pah.aSa,Sa)n + (hapava,ASa + Bhpipp)a, 

Cp{Sa,i>p;Sa,4>p)    = T2{{pph3)ipp,4>p)n + {hpppVp,Cöa + Ahpi>p)n, 

where vp and va are defined in terms of the state variables by (14). 

Taking the limit in (13) we find that cp and ap are unchanged, while 

We remark that it will be clear how to include the mass of the adhesive layers in the model at a later stage, if this 
is signicant. 

The equations of motion can now be calculated in the same way as before. We obtain 

h • pw - div Er=i(G2i W2i) = 0, iGfl,f>0 

CT(hpppVp - 12hpLpVp) +jSg = 0, x_efl,t>0 (16) 

hpAT{hpppvp - UhpLpVp) + ^h^ppipp - h^Lpipp) = 0, x £ fi, t > 0 

where vp is given by (14), and (p = ip + Vio, as before. 

The simply supported boundary conditions are 

w = Q,        BpVp = 0,        Bptpp = 0. 

For other sets of boundary conditions and comparisons with other plate theories, see Hansen5). 

The system of equations (16) is a generalization of the interfacial slip model in Hansen5 in which only one adhesive 
layer is present. The "interfacial slip" refers to the variables Sa, which can be viewed as small interfacial slips between 
the plate layers once the limit (13) has been passed. Alternatively, Sa can be viewed as a measure of the shear in the 
adhesive layers, if one considers those layers to have positive thickness. 

An important property is that the limit in (13) is in fact a regular perturbation, that is, the perturbation does not 
greatly change the solution, provided that these parameters were sufficiently small to begin with. (The proof of this 
will appear in a later paper.) As a consequence of this, the regularity properties, spectral properties, wave speeds, 
etc., of the the model (16) are the nearly the same as that of the original model (11). 

3.3. Limit model for stiff plate layers 

Due to the fact that the adhesive layers have a small shear modulus in comparison to the plate layers, most of the 
shear motions will occur within the adhesive layers. This suggests that the solutions would not be greatly different 
if the shear stiffnesses of the plate layers were taken to be infinite. 

However, unlike the previous limit, letting the shear stiffness tend to infinity results in a singular perturbation 
and it is not obvious that limiting solutions (if any) are close to (in some sense) solutions of the original system. 
Furthermore, it is not obvious how one formally obtains a limiting form of the system (16). 

However, this problem has been carefully analyzed in Hansen5 for the case of one adhesive layer and the same 
basic reasoning applies for this case. One begins by considering a sequence of solutions to the previous system 
corresponding to increasingly large values of shear stiffness in each layer. The initial data are fixed and such that no 
energy is stored in shear. By energy estimates one can prove that the sequence of solutions converges in a certain 
weak sense to a unique limit, which is itself the solution of a certain limiting problem. A detailed discussion of this 
is impossible here, so we simply indicate the steps one takes to obtain this limiting problem. 

Step 1: First, drop the term in aa involving Gp. (See (8).) This is due to the fact that in the limit, the amount 
of energy in shear motions of the plate can be shown to go to zero. 
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Step 2: Second, set Sp — -haVw in the bilinear forms aa, ap, cp. (Recall that Vic is the matrix with (Vw)T in 
each row.) This corresponds to the fact that in the limit all shear motions are eliminated in the plate layers. 

Before writing down the limiting form of the bilinear forms, note that the only material property remaining from 
the adhesive layers is 7. All other material parameters are from plate layers. Therefore we will henceforth omit the 
subscript b as it is understood. Likewise we will refer to Sa simply as S. One finds that 

c    -4 (h • pw, w)n + ±(ph3Vw, TO)n - (hAThpvp, Vw)n + (CThpvpJ)n 

a0)6(h
3Vw, Vw)n + l2a0}b(hvp;CS - ahViu) + (jS, S)a- ->■ 

Step 3: Let us denote by 1 the column vector consisting of n l's, so that Vw = IVID. An integration by parts 
in t of (9) followed by an application of the Green's formula (10) leads to the following: 

oh3 

h ■ pw - div F^— IVw + div FhAThpvp + div Fih3lVw - 12div iTLhAThvp = 0 (17) 

CThpvp - l2LCThvp + yS = 0. (18) 

where vp — CS — AhlVw. 

In the case of simply supported boundary conditions with no applied moments acting on the adhesives on T (the 
boundary), the boundary conditions are 

w = 0,        BCThvp = 0, lTh3BWw ■ n - (12)lThBAThvp = 0,        on T. 

In the case of a single adhesive layer, the system (17), (18) reduces to one obtained by similar means in Hansen.5 

System (17), (18) is also related to the Kirchhoff plate model in some limiting cases we discuss below. 

First let us examine the limiting behavior as the adhesive stiffness of each adhesive layer tends to 00. 

3.3.1. Limit as 7 —> 00 

As 7 -+ 00 the shear motions in the adhesive layers become increasingly penalized and in the limit such motions 
would imply infinite energy. This suggest simply putting S = 0 in (17) to obtain the limiting system. However, 
again, this limit results in a singular perturbation and consequently it is not obvious that limiting solutions (if any) 
are close in any sense to those of the initial system. Nevertheless, by an analysis similar to one in Hansen5 it can be 
shown that one obtains convergence of solutions in a certain weak star topology. Roughly speaking, solutions will 
not converge in any pointwise sense, but only in the sense of averaging. 

Putting S = 0 in (17) and simplifying, we obtain 

mw - acoAw +KooA
2w = 0 (19) 

where 
n ,3 

m = J2 hiPi>    "oo = ^(^J + hAThpAh)l,    K^ = lT(Dh3 + 12Dh^Th^h)l. (20) 
J=I 

In the case where pi = p0, all i, (same density of each beam layer) m = por/2, where r = 2^"=i 
hi is tne total 

thickness of the beam, and QQO = (l/2)p0r
3/12 is the half of the mass moment of inertia of the beam. If A = A), all 

i, then K = D0r
3/2 is half the stiffness of the beam. (Our factor of 1/2 appearing in all terms is due to calculating 

the energy of the upper half of the plate.) 

Thus as the adhesive becomes increasingly stiff, if the densities and Young's moduli of each layer are the same, 
the system (17), (18) reduces to the usual Kirchhoff plate. In more general cases where the densities or Youngs' 
moduli of the layers are not constant the expressions for m, a^ and K^ give the effective constants for (half of) the 
longitudinal inertia, rotational inertia and stiffness, respectively, for a layered plate in which the layers are perfectly 
bonded to one another. 
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3.3.2. Limit as 7 ->■ 0 

Let us now consider the limiting behavior as 7 —> 0. Physically, when there is no (or very little) adhesive bonding 
the layers, the moment of inertias of the layers are no longer coupled and the stiffness the entire beam should reduce 
to the sum of the stiffnesses of each layer. Indeed this is what one finds. 

If 7 = 0 there is no resistance to shear in the adhesive layers, and hence the term due to shear potential energy in 
(8) will vanish. In this case (18) reduces to a hyperbolic PDE with (assuming simply supported boundary conditions) 
homogeneous boundary conditions. Assuming initial conditions such that v and v are zero at time zero, the unique 
solution of this system is the zero function. Putting vp = 0 into (17) results in 

-{m0w-a0Au + K0A
2w) = 0 (21) 

where 
n 1      n n 

m0 = J2hiPi,     a0 = —Y,Pihl     K = Y,Dihl (22) 
« = 1 s'=l » = 1 

Thus term mo remains the same, the moment of inertia term ao reduces to the sum of the moments of inertia of 
each layer, while Ä'o becomes the linear sum of the stiffnesses of each layer. 

In the case where pi = po, all i, (same density of each beam layer) m = p0r, where r = 2^"_1 h, is the total 
thickness of the beam, and a0 = p0T

3/12 is the mass moment of inertia of the beam. If D, = Do, all i, then 
K = DOT

3
 is the stiffness of the plate. 

3.4. Long wave approximation 

If the plate layers are very thin, or if the frequencies of vibration are not too high, then the rotational inertia of the 
individual plate layers becomes negligible. Neglecting those inertial terms in (18) gives 

h • pui - — div FphHVw + div TrhAThpvp + div FLh^Vtu - 12 div lrLhAThvp = 0, (23) 

-12LCThvp + 7(5 = 0 (24) 

where vp = CS — AhlVu». 

We have retained the rotational inertia term in (23) since this reflects the net rotational energy of the entire 
laminated plate. 

With the inertial terms gone, (24) is an eliptic system in which <5 may be determined in terms of Vu>, and 
consequently div£ can be determined in terms of Aw. Once this is substituted back in (23), a scalar equation 
results. 

3.4.1. Plate layers made out of the same material 

The system (23), (24) is simplest to analyze in the case where the plate layers are made out of the same material. It 
does not matter if the adhesive stiffnesses or thickenesses vary from layer to layer. So assume that 

A =-Do,        pi=Po,        i=l,2,...n 

Under these assumptions one obtains 

divS = C_1(AJ - T)-lAhlAw       where T = (12DCT)-1
1C-1 

Thus 
div vp    = Cdiv 5 - Ah 1Aw 

= (A/- r)-1 AAhlw - Ahlw = [{AI- r)-1 A - I]Ahlw 
= [{AI - r^AhflAu; =: -PAMAw. 
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Therefore the plate system (23, (24) becomes 

mib - aAw + KA2w = 0, (25) 

where 
m    =p-h = YJ"=1Pihi=p0h/2 

a     = 1T iph3l + lThAThpPAhl 

K    = P~Dh3l + 121TDhAThiMhl. 

Thus for the case in which all the plate materials are the same, the system reduces to one which resembles a 
standard Euler-Bernoulli beam, although the coefficients a and K contain the operator P. 

Let us examine the operator P more closely. Suppose (Xk), k = 1, 2,... are the eigenvalues of A, arranged in 
nondecreasing order and let <j>k denote the corresponding eigenfunctions. In one dimension, Xk = -k2ir2/(L2) and 
4>k = sin(&7ra;/I), where L is the length of the interval. If |Ajt| is small (low frequencies) then 

P4>k = -(A/ - T)~lV<j>k fa I<f>k = cj>k        (low frequency approximation). 

That is, at a low enough frequency T is more dominant that -AI and hence P fa I. On the other hand, as Xk gets 
large, AI must dominate and 

P —>■ 0        (high frequency approximation). 

Thus, we can make the following observations. 

At very low frequencies, the rotational inertia parameter a and the stiffness parameter K tend to the values in 
(20), which correspond to the case in which the adhesive is infinitely strong. Of course, the degree of similarity is 
limited, due to the fact that the lowest eigenvalue may still be quite large. 

As the frequency increases, P tends to zero, and hence a and K tend to the values in (22), which is simply the 
linear sum of the rotational inertias and stiffnesses of each layer. Thus at higher frequencies the multilayer plate 
(23), (24) becomes increasingly flimsy. However, it should be kept in mind that P was obtained by throwing out the 
dynamics in (18) (i.e., a long wave approximation) and (23), (24) should underpredict the stiffness, as compared to 
(17), (18). 

4. Conclusions 

In this preliminary report we have derived several models for laminated plates that are related by asymptotic limits. 
The value of this approach is that one can then compare solutions of the original high-order model (11) to the 
solutions of the low order model (21) and obtain useful estimates on range of validity of the low order model. Indeed, 
this has been carried out for the case of a beam with one adhesive layer.7 We hope to examine the same problem 
for the case of multiple adhesive layers in the near future. 

The adjustments necessary to include external forces and damping in the laminated plates are fairly minor. For 
the case of one adhesive layer see.5,7 

For the free motion of the laminated plates we found that the system can be represented in the form 

mw H—aAtu + KA2w 

where the coefficients a and K depend upon the frequency. The expression we obtain for a and K predict that at 
low frequencies the effect of the adhesive is minor, and the plate vibrates almost as if the plate layers are perfectly 
bonded together. However as the frequency increases, the amount of shearing in the adhesive layers increases until at 
very high frequencies, the laminated plate (23), (24) vibrates almost as if the plate layers are moving independently. 
Of course the assumptions used to obtain (23), (24) break down at a high enough frequency and and the model 17 
should be used instead. 
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ABSTRACT 

By means of the split Hopkinson pressure bar (SHPB) technique, the time domain dynamic mechanical properties of a 
polyisoprene elastomer were characterised over a range of temperatures. These properties include the dynamic stress-strain and 
compressional relaxation modulus characteristics of the elastomer. In the SHPB technique employed in the measurements, two 
identical long steel bars, which are known as the incident and transmitter pressure bars, were used as wave guides. Solid disc 
specimens of 10 mm diameter by 3 mm and 6 mm thickness of the polyisoprene rubber were sandwiched, in turn, between the 
bars. Strain pulses were generated in the incident pressure bar by the collinear impact of a hardened steel spherical ball, which 
was fired from a mechanical launcher, with the plane free end of the incident pressure bar via a small cylindrical anvil which was 
attached to the impacted end of the incident pressure bar. The strain pulses generated and propagated down the pressure bar 
were incident on, reflected from and transmitted through the polyisoprene specimen. These pulses were monitored by PZT 
sensors of dimensions 5 mm x 3 mm, which were bonded to the middle locations of the pressure bars, and were used to derive 
the dynamic properties of the specimens. It is shown that the stress and compressional relaxation modulus characteristics of this 
elastomer undergo larger variations and attain higher values at low temperatures than at high temperatures. 

Keywords : dynamic properties, viscoelastic materials, split Hopkinson pressure bar, relaxation modulus, stress relaxation 
technique 

1. INTRODUCTION 

Several methods have been developed for the characterisation of the dynamic mechanical properties of viscoelastic and 
polymeric materials1'2'3. Because most of the analytical/numerical computations associated with the applications of the dynamic 
mechanical properties of viscoelastic materials for vibration damping, vibration isolation and noise insulation are based in the 
frequency domain, most of the characterisation methods are also based in the frequency domain. However, for the computation 
of the transient shock isolation/response characteristics of viscoelastically-damped structures, the time domain relaxation moduli 
of the materials are required. 

The time domain characterisation of the dynamic properties of a viscoelastic material can be done by one of two approaches. 
One approach involves the indirect determination of the time domain relaxation moduli from the frequency domain complex 
moduli of a viscoelastic material via the use of the Fourier transform procedure. Although this approach is rather cumbersome 
and involves magnification of errors, it is commonly used4,5. Another approach involves the direct determination of the dynamic 
properties of the viscoelastic material in the time domain via the use of a creep or a stress relaxation technique such as the split 
Hopkinson pressure bar (SHPB) technique. 

The SHPB technique is a fast transient stress relaxation method of characterisation of the dynamic mechanical properties of 
materials6"10. It involves the use of a small solid disc of the material being characterised. This specimen of the material is 
sandwiched between two long metal bars as shown schematically in Figure 1. The bars are known as the incident and transmitter 
pressure bars and serve, essentially, as wave guides. They are usually made of high-strength steel. The specimen is often held in 
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place between the bars by means of petroleum jelly whose primary function is that of a lubricant for minimising the interfacial 
frictional forces generated between the plane faces of the pressure bars and the specimen during the passage of a stress wave. 

specimen 
incident bar \ transmitter bar 

v 

r—i I i 1 Q- 
ball / / 

PZT sensor PZT sensor 

Figure 1 : Schematic representation of the compressive SHPB test set-up 

By means of the collinear impact of a projectile with the plane free end of the incident pressure bar, a stress pulse is generated 
and propagated down the pressure bar. When the stress pulse reaches the interface of the incident pressure bar with the specimen, 
part of the pulse is reflected due to the difference between the mechanical impedances of the pressure bar and the specimen. The 
remaining part of the incident pulse is transmitted through the specimen and into the transmitter pressure bar. By means of 
strain sensors, which are mounted on each pressure bar at equidistant locations from the specimen, the incident, reflected and 
transmitted strains are monitored. Assuming that stress equilibrium exists throughout the specimen during the loading and 
unloading cycles, the dynamic stress-strain properties of the material of the specimen are derived from the measured strains. 

In this paper, the SHPB method is used to characterise the dynamic stress-strain and relaxation modulus properties of two sets of 
specimens of polyisoprene rubber at different temperatures. In the application of the SHPB method by other workers6"10, 
cylindrical projectiles were used. In the present work, a spherical steel ball was used as the projectile. The spherical ball 
projectile was fired from a launcher which impacted the desired impact velocity to the spherical ball. The ball impacted the free 
plane end of the incident pressure bar via a steel anvil. The strain pulses incident on, reflected from and transmitted through the 
rubber specimens were measured by means of small PZT sensors which were bonded to the middle locations of the incident and 
transmitter pressure bars. By means of a polynomial function, the measured dynamic stress-strain data is curve-fitted and 
differentiated to yield the compressional relaxation modulus of the polymeric material at several test temperatures. 

2. SHPB THEORY 

Figure 2 shows the vectorial representation of the strain pulses incident on, reflected from and transmitted through a specimen. 
The figure also shows the state variables and the associated geometry. The SHPB theory relates the stress CTS and strain ss in the 
specimen to the measured reflected strain ER and strain rate sR , and the measured transmitted strain ET. By the one-dimensional 
theory of elastic wave propagation, 

i 

u(t) = C>J£(t)dt (1) 
o 

where 
u(t) = displacements in the bar, 

s(i) = measured strains, 

Cb = elastic wave velocity of the bar 

Displacement, u,(t), of the specimen face of the input bar is made up of both the incident strain pulse, s,(t), travelling in the 
positive x direction and the reflected strain pulse, &{t), travelling in the negative x direction. Hence, 
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u,(t) = C„ ja(t)dt + (-Ct) j&(t)dt 
0 0 
/ 

ul(t) = aj{s(t)-&(t)}dt (2) 
0 

Similarly, the displacement, ui(t), of the specimen face of the output bar is obtained from the transmitted strain pulse, &(t), 

i 

U2(t) = a$£r(t)dt (3) 

as: 

incident 
bar 

1   -* transm itter 
bar 

U   l U  2 

Figure 2 : Illustration of Strain Pulses in the SHPB System 

The nominal strain in the specimen, es(t), is then given by: 

U\ — Uz       C> f 
&(t) = —— = — I (a(0 - a(r) - £r(t))dt 

where / is the initial length of the specimen. 

(4) 

Assuming that the stress across the specimen is constant (an approximation which becomes exact as / approaches zero), then 
the net strain at the left and right end faces of the specimen will be equal. Thus, 

£r(t) + S((0 = £r(t) 

Substituting in Eq. (4) gives 

Thus, the strain rate is obtained as 

&(t) = -\&{t)dt 

S     X ZLsb £s{t) = —— a(0 

(5) 

(6) 

(7) 

The applied forces F,(t) and Fi(t) on each face of the specimen are 
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F{t) = EA[a(t) + s<(t)] (8) 

F>(t) = EA[S(t)] (9) 

where E and A are the Young's modulus of elasticity and cross-sectional area of the pressure bars respectively. Thus, average 
stress in the specimen, crs(t), is 

oKO = E[^-Mt) (10) 
As 

where As is the cross-sectional area of the specimen. 

It should be noted that in applying these equations, the measured strain pulses s,(t), a<(t) and sT{t) are shifted in time such 
that they coincide at the specimen. 

3. EXPERIMENTAL MEASUREMENTS 

Solid disc specimens of dimensions 10 mm diameter by 3 mm and 6 mm thick were machined from a block of polyisoprene 
vulcanised rubber of international rubber hardness degree of 55. Each specimen was placed, in turn, between an incident and a 
transmitter steel pressure bars of 16 mm diameter of 1 m length as shown schematically in Figure 1. The ends of the pressure 
bars in contact with the specimen were polished so as minimise interfacial friction between the contacting faces of the specimen 
and the bars. In order to further reduce the interfacial friction, the interfaces between the plane surfaces of the specimen and the 
plane surfaces of the pressure bars in contact with the specimen were lubricated using petroleum jelly which has been shown to 
be very effective in minimising friction in SHPB tests7. 

Stress pulses were induced in the incident pressure bar by means of the collinear impact of a spherical steel ball on a polished 
steel anvil which was attached to the plane free end of the incident bar using petroleum jelly. The steel anvil was used in order to 
preserve the end of the incident pressure bar from local plastic deformation. Also, in order to ensure that plane waves are 
induced in the incident pressure bar and to ensure repeatability of tests, a newly polished steel anvil was used for each test. Each 
anvil was fixed to the plane free end of the incident pressure bar by means of petroleum jelly in order to minimise the interfacial 
frictional forces generated and, hence, to minimise the distortions of the incident stress pulse. The stress pulse induced in the 
incident pressure bar propagated to the other end of the bar where it was incident on, reflected from and transmitted through the 
specimen into the transmitter pressure bar. 

A pair of small PZT sensors, of dimensions 5 mm x 3 mm, were bonded to the middle locations of each of the pressure bars. The 
pair of sensors on a bar were arranged in diametrically opposite positions and were used to monitor the incident, reflected and 
transmitted strain pulses. These pulses were sampled and recorded using a fast transient recorder card mounted in a PC. In order 
to cancel or minimise the effects of bending waves, the measured pulses from the pair of sensors on each pressure bar were 
averaged. The specimen and the portions of the pressure bars adjacent to the specimen were enclosed within a temperature- 
controlled environmental chamber which enabled the variation of the specimen temperature from -60 C to 100 C. The 
experimental procedure described above was repeated at each of the selected test temperatures within this range. Using the 
measured strain pulses, the stress-strain and compressional modulus relaxation properties of the elastomer were determined. 

4. DISCUSSION OF RESULTS 

A typical set of averaged pulses measured by the pair of PZT sensors on each of the pressure bars is shown in Figure 3. The top 
figure, Figure 3(a), shows the average of the pulses measured by the sensors on the incident pressure bar. The first pulse in 
Figure 3(a) is the compressive pulse incident (I) on the specimen while the second pulse is the tensile pulse reflected (R) from the 
specimen. Similarly, Figure 3(b) shows the compressive pulse transmitted (T) through the specimen. It is obvious that the 
compressive pulse transmitted through the specimen is less than the compressive pulse incident on the specimen. In Figure 3(c), 
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the reflected and transmitted pulses are compared. The time data of these two pulses were used in the equations above for the 
determination of the time domain dynamic properties of the specimen. 

0.5 w -I 1 1 1 1 1- 

0.5 1 2.5 

2.4 

Time (*1e-4 sec) 

Figure 3 : Typical Measured Pulses, (a) Incident (I) and Reflected (R) Pulses Measured by the Incident Pressure 
Bar, (b) Transmitted (T) Pulse Measured by the Transmitter Pressure Bar, (c) Comparison of Measured and 

Curve-fitted Reflected and Transmitted Pulses (dotted line: measured, solid line: fitted). 
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Figure 4 : Strain History for 6 mm Thick Polyisoprene Specimen at Various Temperatures 
(short dashes: -30 C, solid: -20 C, dotted: 0 C, chain: 20C). 

Figure 4 shows a comparison of the initial portions of the induced strain histories of the 6 mm thick specimen at test temperatures 
of -30 C, -20 C, 0 C and 20 C. These strain histories were derived from the reflected strain pulses measured by the PZT sensors 
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on the incident pressure bar according to Eq.(6). It is obvious that the strain induced in the specimen is higher at the lower 
temperatures of-30 C and -20 C, at which the specimen is relatively suffer, than at the higher temperatures of 0 C and 20 C. 
The figure also shows that the strain histories at -30 C and -20 C are quite similar. However, there is a slight difference between 
the strain histories at 0 C and 20 C which is probably due to the slight difference of the impact velocity of the spherical steel ball 
which was used to induce strain pulses in the incident pressure bar. It is also probable that the slight difference is partly due to 
the slight differences in the surface finish of the steel anvils used for converting the spherical waves induced at the impact point 
to a plane wave at the interface of the anvil with the incident pressure bar. During the tests, each of the steel anvils suffered 
permanent local plastic deformation at the point of impact. Thus, used anvils needed to be re-machined and re-polished for 
subsequent tests. 

The corresponding stress histories of the 6 mm thick specimen, which were derived by using the transmitted strain pulses in 
Eq.(10), are shown in Figure 5. It is seen that the stresses induced in the specimen are much higher at the lower temperatures of 
-30 C and -20 C than at the higher temperatures of 0 C and 20 C. Furthermore, the figure shows that the stress induced in the 
specimen at -30 C and -20 C reaches maximum values of 600 kPa and 430 kPa, respectively, after the elapse of about 25 us from 
the incidence of the pressure wave on the specimen. The corresponding values of stress induced in the specimen at 0 C and 20 C 
and at the same time instant are 80 kPa and 60 kPa, respectively. Thus, the specimen is much suffer at the lower temperatures 
than at the higher temperatures as expected. 

x 105 

20 30 
Time (*1e-6 s) 

Figure 5 : Stress History for 6 mm Thick Polyisoprene Specimen at Various Temperatures, 
(short dashes: -30 C, solid: -20 C, dotted: 0 C, chain: 20C). 

The strain and stress histories shown in Figures 4 and 5 were combined to produce the dynamic stress-strain properties of the 
specimen at the four test temperatures as shown in Figure 6. From this figure, it is estimated that the stress induced in the 
specimen reached a maximum value of 600 kPa at -30 C and a compressional strain of 0.8 %, whereas the maximum stress 
induced at -20 C is 400 kPa and at a compressional strain of about 1.1 %. At 0 C and 20 C, it is seen that the values of the 
maximum stress induced in the specimen are lower. For the mean strain value of 0.8% used in these measurements, the stresses 
induced in the specimen are 600 kPa, 420 kPa, 105 kPa and 70 kPa at temperatures of-30 C, -20 C, 0 C and 20 C respectively. 
This implies that the specimen becomes progressively suffer as the temperature decreases. 

Since Figures 4 and 5 show the strain and stress relaxation behaviour of the specimen during the loading and unloading cycles, 
then Figure 6 which is derived from Figures 4 and 5 depicts the stress-strain relaxation characteristics of the specimen. By 
differentiating the stress-strain characteristics with respect to the strain, the compressional relaxation modulus properties of the 
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specimen are obtained. Figure 7 shows the resulting compressional relaxation modulus characteristics of the specimen which 
were derived at the four test temperatures. The figure shows that for these four temperatures, the specimen has the largest 
variation of its relaxation modulus at -30 C but the least variation at 20 C. The instantaneous moduli, that is the moduli at zero 
time, of the specimen at -30 C, -20 C, 0 C and 20 C are 550 MPa, 400 MPa, 100 MPa and 50 MPa respectively. Thus the 
instantaneous moduli at -30 C, -20 C and 0 C are factors of 11, 8 and 2 greater than the instantaneous modulus at 20 C. 

x 10s 
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Figure 6 : Stress versus Strain for 6 mm Thick Polyisoprene Specimen at Various Temperatures, 
(short dashes: -30 C, solid: -20 C, dotted: 0 C, chain: 20C). 
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Figure 7 : Relaxation Modulus of 6 mm Thick Polyisoprene Specimen at Various Temperatures, 
(short dashes: -30 C, solid: -20 C, dotted: 0 C, chain: 20C). 
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From the relaxation modulus properties of the 6 mm thick specimen, which were derived at other temperatures within the range 
of -60 C to 100 C, the instantaneous compression modulus values were determined. The variation of these instantaneous 
compression modulus of the specimen with temperature is shown in Figure 8. It is seen that between -60 C and -50 C, the 
instantaneous modulus of the specimen decreases very slightly from a value of 5650 MPa at -60 C to a value of 5600 MPa at -50 
C. However, as the temperature increases from -50 C to -40 C, the instantaneous modulus decreases sharply to a value of 1200 
MPa at -40 C. This is due to the transition of the material behaviour of the specimen from a glassy to a rubbery behaviour. 
Thus, the glass-to-rubber transition temperature of the specimen is within the range -50 C to -40 C. 

As the temperature of the specimen is increased further beyond -40 C, the instantaneous modulus decreases further but at a 
slower rate. The numerical values of the instantaneous compression modulus of the specimen are approximately 150 MPa, 70 
MPa, 50 MPa and 10 MPa at 0 C, 20 C, 40 C and 100 C respectively. Thus, it is seen that the instantaneous modulus of the 
elastomer decreases by a factor of more than 500 as the specimen temperature is increased from -60 C to 100 C. Also, it can be 
inferred that the polyisoprene elastomer exhibits glassy behaviour at temperatures below -50 C, whereas it exhibits rubbery 
behaviour at temperatures greater than -40 C. At temperatures between -50 C and -40 C, the characteristics of the elastomer are 
intermediate between glassy and rubbery behaviour. 
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Figure 8 : Instantaneous Compression Modulus variation with Temperature for 
the 3 mm and 6 mm Thick Polyisoprene Specimens. 

The variation of the instantaneous compression modulus of the 3 mm thick specimen with temperature is also depicted in Figure 
8. It is seen that as the temperature increases from -60 C to -50 C, the instantaneous modulus obtained for this specimen 
decreases moderately from 5100 MPa to 4800 MPa. As the temperature increases to -40 C, the instantaneous modulus 
decreases sharply to 800 MPa indicating, again, that the material is undergoing a transition from glassy to rubbery behaviour 
within the temperature range of -50 C to -40 C. Increasing temperature leads to further reduction in the value of the 
instantaneous modulus. 

Comparing the characteristics of the two specimens, it is seen that the instantaneous modulus of the 6 mm thick specimen is 
generally greater than that the instantaneous modulus of the 3 mm thick specimen at the various test temperatures. However, 
the instantaneous modulus of the two specimens should be identical at all temperatures. The discrepancy is due to the 
differences in the effects of interfacial friction and of, especially, differences in internal wave effects which are caused by 
differences in the inertia and geometry of the specimens. 
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5. CONCLUSIONS 

The dynamic mechanical properties of two cylindrical specimens of polyisoprene rubber have been characterised by means of 
the split Hopkinson pressure bar (SHPB) method. It was shown that the stress and compressional relaxation modulus 
characteristics of this elastomer show larger variations and attain higher values at low temperatures than at high temperatures. 
The results show that the elastomer has its glass-to-rubber transition temperature within the range -50 C to -40 C. Also, the 
results show that the elastomer exhibits glassy behaviour at temperatures below -50 C, whereas it exhibits rubbery behaviour at 
temperatures greater than -40 C. At temperatures between -50 C and -40 C, the characteristics of the elastomer are intermediate 
between glassy and rubbery behaviour. Furthermore, the instantaneous modulus of the elastomer at -60 C is greater than the 
instantaneous modulus at 100 C by a factor of more than 500. In general, the accuracy of the dynamic properties of a sample of 
a material measured by the SHPB method depends on the elimination/minimisation of interfacial frictional effects and 
minimisation/correction of the effects of internal waves in the sample. 
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ABSTRACT 

Although high-cycle fatigue cracks in secondary structure are often termed "nuisance cracks", they are costly to 
repair. Often the repairs do not last long because the repaired part still responds in a resonant fashion to the 
environment. Although the use of visco-elastic materials for passive damping applications is well understood, there 
have been few applications to high-cycle fatigue problems because the design information: temperature, resonant 
response frequency, and strain levels are difficult to determine. The Damage Dosimeter, and the Durability Patch 
are an effort to resolve these problems with the application of compact, off-the-shelf electronics, and a damped 
bonded repair patch. This paper will present the electronics, and patch design concepts as well as damping 
performance test data from a laboratory patch demonstration experiment. 

Key words: Passive Damping, High-Cycle Fatigue, Bonded Repair, Cocuring, co-curing, viscoelastic material, 
composite material, finite element analysis, damping, modal strain energy. 

1    SUMMARY 

The Durability Patch Program addresses the restoration of structural integrity of cracked secondary structure 
induced by resonant high cycle fatigue. The program is based on adapting technology from three basic areas: 

• bonded structural repair, 

• vibration damping, and 

• avionics. 

These three areas each possess a large technology base and have achieved a threshold of maturity sufficient to 
support this program. A typical repair would be for a crack less than four inches long in 0.050 inch thick skin of 
the upper trailing edge of a wing. Nuisance cracking is a high maintenance and repair cost item. Typical sources 
of excitation are: pressure pulses from engine 1st stage compressor, jet engine exhaust, disturbed air flow behind 
stores, separated flow on upper wing, air flow around open cavities, propeller tip vortices, etc. Typical locations 
of nuisance cracking are: flap skins, spoiler skins, rudder skins, aileron skins, weapon bay doors, wing trailing 
edges, etc. Of course there are other possible causes of cracking in secondary or lightly loaded structure besides 
resonant high cycle fatigue. 

Acknowledgement: Support of the US Air Force is gratefully acknowledged. 
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2    HIGH CYCLE FATIGUE 

High cycle fatigue life and crack growth rates are key disciplines in evaluating the longevity of structural repair. 
Methodology for calculation of resonant high cycle fatigue (HCF, sometimes called sonic fatigue or acoustic 
fatigue) life and associated crack growth rates used here is well established and consistent with standard industry 
practice.12345 It has been found that, in most cases, the HCF damage is due to linear resonant response in a 
single vibration mode; this implies that the vibratory stress is a narrow band random process. The threshold for 
number of cycles for high cycle fatigue is 10e6 (1,000,000) cycles. Fatigue consists of crack initiation, propagation 
and final rupture. The termination of the crack initiation phase is somewhat arbitrary since it depends on what 
is detectable and on what is acceptable in service. The basis for fatigue calculations is the S-N curve 

SRMS = SVHCFN ; N = {SRMS/SUHCF)
1 (1) 

where SRMS is the rms stress, the coefficient SUHCF may be considered to be a hypothetical ultimate rms high 
cycle fatigue stress which would cause failure at the first cycle, N is the fatigue life in number of cycles, and b 
is the Basquin parameter or exponent. This equation is a straight line when log-log scales are used for stress as 
a function of life. For 2024 aluminum the value of the exponent (Basquin parameter) is 0.1772 and the value of 
the coefficient is (98.26 ksi); for these values, a stress improvement factor (SIF) of 2 results in a life improvement 
factor (LIF) of 50, and fatigue strengths of (8.5 and 2.5 ksi) at 10e6 and 10e9 cycles respectively. Other aluminum 
alloys are not much different. Since HCF begins at 10e6 cycles, the upper threshold of interest for most aluminums 
is (8.5 ksi) rms, or a strain of 850 micro strain rms. This corresponds to approximately 3000 micro strain peak. 
Because of stress concentrations, uncertainties in locating strain gages, and averaging effects, measured strains 
are somewhat less. 

It is envisioned that because of the existence of a crack, the life is known and the baseline or unrepaired stress 
level may be calculated; one objective is to reduce the stress level such that life is enhanced. Stress levels will 
be reduced through beef-up and through vibration damping using viscoelastic materials(vem's). The rms stress 
level is approximately proportional to the square root of modal damping; consequently, damping is a very useful 
approach for significant vibratory stress reduction. It happens that modal damping is dependent on the dynamic 
mechanical properties of the vem's, which in turn are dependent on service temperature and vibration frequency. 
It is therefore necessary to determine the vibration frequency and temperature at which damage accumulates 
in service. It is assumed that the temperature and stress time histories are available at the location of chronic 
nuisance cracking. 

The analysis is performed for the i-th frequency band, the j-th temperature band, and the k-th time increment. 
If $ is the Power Spectral Density (PSD) of stress, the rms stress is given by the square root of the area under 
the PSD curve. 

SRMS — 
ffh 
/    *(/)# 
Jf, 

1/2 

(2) 

It may be desirable to calculate the contribution of one third octave (or other) bands 

fik ' 
ffhi 

/   *(/)# 
Jfli 

11/2 

(3) 

In this case, the rms is the square root of the sum of squares, but, because the response is dominated by only one 
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Vibration mode, it may be represented by any of the following, including the sum or a single term 

SRMS 

Ni 

Ylvik 
1/2 

= ^Vifc = <^ifcmax (4) 

By substituting this expression for rms stress into the S-N curve, the fatigue life corresponding to that stress level 
may be found 

Nijk = (<Pik/SuHCF)1/b (5) 

Cumulative damage from different stress levels or time increments may be calculated by using the Palmgren-Miner 
rule (see Rudder1 p. 195) 

d = J^n/N (6) 

where N is the number of cycles to failure at the stress level 5; n is the number of cycles actually experienced at 
stress level S, (n/N) is the damage due to the n cycles; and d is the cumulative damage; when d=la fatigue 
failure is indicated. 

Time histories of the temperature and the one third octave bands are recorded 

Tk,ißi,k; i = l,...,Ni;k = l,...,Nk (7) 

A function may be defined as unity or zero based on whether or not the temperature for the k-th time increment 
is within the j-th temperature band 

ST      = r 1; if Tfc in T.band 
Tk'T>     x      0; otherwise W 

The cumulative damage is given by 

dij = Y^nijk/Njjk (9) 
fe=l 

The number of cycles is 

nijk = /»Affe (10) 

The fatigue life at this stress level would be 

Nijk = (ViklSuHCF)l/hÖTk,Tj (11) 
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with appropriate substitution the cumulative damage may be calculated as a function of vibrational frequency 
and temperature 

Nk 

dij = ]T fiAtkicpik/SuHCF)1^^ = da (/„, AT,-) (12) 
fc=i 

and the capability to obtain this from service is crucial to the success of this program. The Dosimeter described 
below addresses this requirement. The above is the cumulative fatigue damage algorithm; it is adapted from 
standard industry practice and is judged sufficiently accurate for present purposes. 

The acoustic noise excitation is typically represented by a broad band random uniform pressure field having a 
spectral density 

GpUi) (13) 

at the fundamental resonance frequency of the skin panel. The spectral density of the response is integrated over 
the frequency domain to obtain the expression for the mean square stress (see Rudder1 pl94) 

where a0 is the static stress at the appropriate location produced by the uniformly distributed pressure PQ and 
and 77 is the modal damping. (Some investigators use the fraction of critical viscous damping ratio.) 

Substitution leads to an expression for the ratio of repaired and unrepaired (ie, baseline) fatigue lives 

1/26 
NR 

Nu 
Vu\ » //R\ JCTORY 

VRJ    \fu)    \°ou) (15) 

The above apply to total fatigue life; it is also desired to quantify unrepaired and repaired crack growth rates 
of existing cracks. The quantity of primary importance which influences the growth rate in typical aircraft skin 
structural materials of a fatigue crack is the variation of the crack tip stress intensity factor and the Paris equation 
is used 

^ = CAKRMS (16) 

The parameters C and n are material properties. Most of the work has been done for centrally cracked thin 
sheets subjected to cyclically varying inplane loads, whereas here the interest is in edge cracked panels subjected 
to flexural loading or bending. Byrne2  has arrived at the expression 

K = O.&Tooa1/2 (17) 

for an edge cracked semi-infinite plate deformed into a cylindrical shape(ie, cylindrically bent). Different methods 
to calculate stress intensity, including FEA, will be considered. 
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3    SURVEY 

In the interests of determining the nature and extent of maintenance and repair costs as a result of nuisance 
cracking, 126 copies of a survey letter were sent to structural sheet metal shops on flight lines. Additionally, 
expert personnel visited four flight lines to further assess available facilities, equipment, and personnel skills. It 
was concluded that this type of maintenance and repair is not accurately and completely documented. Also, 
typically, the logistics structures engineers are not fully aware of the nature and extent of nuisance cracking. 

It was learned that almost all cracks are discovered and repaired before they reach a length of 4 inches. Also, 
scheduled flying and alert status dominates maintenance and repair techniques. A wing commander would be 
reluctant to accept a new repair technique if it required significantly more manhours or clock time to implement. 
A typical small non-flush mechanically fastened sheet metal patch requires two manhours to complete. This is 
accepted as a target for the present Durability Patch effort. 

4    DOSIMETER 

The Dosimeter has been conceived to gather service environmental data with regard to suspected resonant hcf 
cracks as economically as practical. Dosimeter requirements are that service data be gathered, processed and 
stored to permit 

1. the design of a damping treatment (which requires the knowledge of the vibration frequency and temperature 
at which damage is being accumulated iin service) 

2. a valid quantative comparison of structural life before and after Dpatch installation, and 

3. any convenient additional diagnostic information. 

The Dosimeter is a key component of the process to design and install the most effective patch possible. In order 
to provide this function the dosimeter must meet several goals: 

• The dosimeter should be simple to install/dis-install on a widest practical variety of aircraft and locations. 

• The dosimeter should measure high frequency strain and temperature while the aircraft is operational. 

• The dosimeter should operate autonomously. 

• The dosimeter should be "affordable". 

To meet these goals the approach includes: 

• Building the dosimeter from commercial off-the-shelf parts. This enables the construction of a dosimeter 
that is low-cost yet small enough that it can be installed on most aircraft for most hcf locations. 

• Packaging the sensors, processor, and battery separately. The dosimeter design allows for a generous cable 
run (up to 50 feet) between the sensors (dynamic strain and temperature) and the processing/storage unit. 
The dosimeter power source is a battery, so that the dosimeter can operate autonomously. The battery 
will be packaged separately so that each package (battery and processor/storage unit) can be as small as 
possible, allowing more latitude in dosimeter installation. Additionally, this allows the battery size to be 
adjusted in the future as requirements (operational times) changes. 
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• Utilizing state of the art programmable digital signal processor (DSP) computer chips. This allows the 
dosimeter to function autonomously, by waking up at regular intervals, and statusing the sensors for sig- 
nificant activity. Similarly, the dosimeter puts itself into a sleep-mode when sensor activity has been 
insignificant for some predetermined period of time. A C-programmable DSP also offers the advantage of 
configurability by downloading new programs via the dosimeter's serial port. 

These concepts have been used for the preliminary design of a prototype dosimeter processing/storage unit. 

This design has enough processing and memory capacity (a minimum of 1 mega-byte) to provide sufficient 
flexibility in computing the necessary design information for patch design. At present the procedure for using the 
dosimeter can be outlined as follows: 

• Installation of the dosimeter. The sensors are bonded to the damage prone area. The dosimeter can be 
installed on an aircraft with, or without an existing HCF crack. Without is preferred since the patch can 
be most effective as a preventive measure. 

Once the sensors, dosimeter processor/storage unit, and battery are installed, the dosimeter is powered on. 
There will be status LEDs to indicate that the dosimeter is in a powered standby state, ready to begin data 
collection. 

• Data-Collection is performed autonomously as the aircraft is operated throughout a 3-10 day period. The 
dosimeter takes a single sample of strain data from the sensor. If the sensor RMS levels are significant, the 
dosimeter powers up, and records data until sensor activity reduces to insignificant levels. 

The dosimeter records a time-history of strain each second, and processes the time-history for the remainder 
of each second. This method is valid as long as peak value strain detection is not important, which is the 
case with HCF cracking problems. Typically the structure is responding in a steady-state fashion. From 
each time-history, the RMS strain in certain 1/3 octave bands is computed, along with minimum, and 
maximum strain values and temperature. These data are saved in memory, along with "typical" and worst- 
case sample strain time-histories. If the dosimeter's memory should ever become full the dosimeter will 
power itself down so that the gathered data can be downloaded. 

• Data-Removal is performed over a serial-port with a laptop computer. At this point the dosimeter can 
be removed from the aircraft, or left installed to verify that the newly designed durability patch meets its 
performance goals. 

The maximum overall level is not expected to exceed 3000 micro strain peak. The frequency range of interest is 
from 44.7 Hz (the lower limit of the 50 Hz band) to 2239Hz (the upper limit of the 2000 Hz band). It is required 
that the dosimeter be mounted on the aircraft so as to remain in place after high g loading; damage to dosimeter 
and to aircraft is acceptable as a result of any high g loading. The dosimeter is designed such that it will not be 
intrusive on operations. 

5    BONDED REPAIR 

The technology base for application of bonded repairs to aircraft structure has achieved a threshold of maturity 
sufficient to support this effort. Structural repair materials, structural adhesives, surface preparation techniques, 
design methods, and installation processing and procedures are well established. There are many applications 
performing satisfactorily in service, many of which are for primary structure. Bonded repair technology is well 
documented.678 One recommended design practice is that the patch match the extensional membrane stiffness of 
the baseline structure in order to avoid load attraction or shedding. Single sided repair results in eccentricity of 
load which induces bending stresses which must be accommodated. 
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The design concepts for patches used in bonded repair of primary structure are monolithic and laminated. Struc- 
tural patch materials are aluminum, fiber metal laminate (FML, eg, GLARE, an aluminum and FG laminate), 
graphite fiber/epoxy prepreg, and boron fiber/epoxy prepreg. 

Applications of bonded repair to primary structure is far more demanding than applications to secondary struc- 
ture, where there are no significant safety of flight concerns. However, some aspects of bonding are exacting. 

6    DAMPING 

Viscoelastic vibration damping technology has achieved a level of maturity sufficient to support this effort.3 

The stand off damping treatment configuration has been established as possessing very high modal damping 
performance, high weight efficiency, and significantly less dependent on temperature. Conventional constrained 
layer damping is flying in service in air flow on external surfaces, some with an edge sealant and some with their 
perimeter adhesively bonded. The highest practical levels of damping will be used; this will enhance the life of the 
repaired skin, and will also enhance the life of adjacent bays of skin and substructure. This approach is judged 
to be appropriate in the context of demonstrated opportunity for improvement in durability with respect to 
nuisance cracking. Often the intrinsic damping is low; this fact makes the structure more susceptible to resonant 
high cycle fatigue cracking. This fact also increases the benefits of damping because rms stress levels are highly 
dependent on modal damping. The dynamic magnification factor is inversely proportional to the square root of 
modal damping. The modal strain energy (MSE) has been established as the proper approach to calculate modal 
damping.91011 

7    CONCEPTS 

The presumption here is that the Durability Patch will be a bonded repair; advantages and disadvantages of 
bonded and mechanically fastened repair are well established and documented68 and will not be repeated here. 
A further presumption is that the installation of the bonded repair will be on the flight line at an operational 
base; this is considered to be somewhere between very challenging and unrealistic/impossible by many experts in 
bonded repair of primary structure. It is noted that the direct economic and technical consequences of extensive 
disbonding of a Durability Patch is minor and that this type of repair is a very low profile application. This 
situation may be used to good advantage in order to maximize benefits. 

The fundamental purpose of the Durability Patch Program is to establish a repair technique for secondary 
structure (or other lightly loaded structure) which has been cracked due to sonic fatigue. The repair consists of 
restoration of structural integrity, which implies both static load carrying ability and life considerations. Very 
importantly, the Dpatch must offer an attractive option (relative to conventional techniques) to the potential 
user, or it will not be accepted. This means that it must be simple to install, require no more manhours than 
conventional repair, require no more clock time, no more requirements for aircraft environment, environmentally 
safe, etc. It must result in net cost savings with no adverse effects. 

The following design philosophy points summarizes these factors: 

• RESTORE STATIC CAPABILITY 
• ENHANCE LIFE 
• MINIMUM QUALITY ASSURANCE/INSPECTION 
• COST SAVINGS 
• EASE OF INSTALLATION 
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• AERODYNAMICALLY SMOOTH 

To amplify on each of these points, the static capability of the structure must be restored. It is well known in 
bonded repair that the extensional membrane stiffness of the original skin should be closely matched to avoid load 
attraction and load shedding. Of course this is true only if the structure carries significant stress. Regardless, 
the repaired structure must be capable of carrying any applied loads. Since the existence of nuisance cracking 
demonstrates the opportunity for improvement in durability, the local flexural stiffness should be enhanced in 
order to better withstand loads. 

The life of a properly designed and installed bonded repair will exceed the life of the undamaged baseline structure, 
although that is known to offer opportunities for improvement. The Dpatch must withstand moisture for decades, 
must reduce stress intensity and consequent crack growth rate, should reduce static stresses, and must reduce 
dynamic stresses. These points suggest no stress concentrations or hard points, vibration damping, and high 
tolerance of large disbonds/porosity. 

In order to minimize costs, there should be a minimum of quality assurance and in service inspection. Measurement 
and recording of temperatures during cure, and a visual and coin tap afterward are probably the only requirements. 
No scheduled in service inspection is being considered. 

In the interests of aerodynamic smoothness, the maximum thickness will be 1/8 inch, which is negligible with 
respect to the boundary layer on the aft 80 percent of any surface; also, a beveled edge with a en to one slope 
will be incorporated. 

The context may be summarized by the following list of points: 

• Need for restoration of structural integrity of cracked secondary structure 

• Demonstrated opportunity for improvement in durability 

• Bonding installation on flight line by inexperienced personnel 

• Minor direct consequences of large disbonds 

• Opportunity for developing bonding personnel/service experience 

Concepts for different aspects of the Durability Patch are listed: 

• Prep of crack: stop drill, scarf, seal 

• Design: 1-,  2-sided, monolithic, laminated, sandwich (edge: beveled, square, etc) 

• Planform: oval, rectangular, fingered 

• Perimeter: sealant, integrally tapered core, beveled 

• Structural materials: aluminum (2024, 1100, etc; sheet; foil, ribbon, wire), FML, GLARE, fiberglass/epoxy 
(E or S glass), graphite/epoxy, boron/epoxy, quartz/epoxy, etc. 

• Sandwich Core materials: syntactic foam, structural adhesive, etc 

• Life enhancement: reduce crack growth rate (choice of structural material, laminations, etc), beef-up(ie, 
reduce static stresses), damping, etc.(ie, reduce vibratory stresses) 

• Damping: stand off (spaced) constrained layer; structural adhesive perimeter 
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• Damping Stand Off Layer (grooved): syntactic foam, structural adhesive, etc 

• Structural Adhesives: film: FM73; paste: etc. 

• VEM: PSA, bonded, co-cured, 

There are many advantages to a sandwich repair configuration: increased flexural stiffness reduces the eccentricity 
of the load path due to in-plane loading; reduced patch bending; reduced bending of the original skin, reduced 
peel stresses, reduced stress intensity at the crack tip - increased flexural stiffness reduces the curvature of the 
original skin at the crack due to vibration, reduced stresses skin, patch, adhesive, reduced stress intensity factor 
for vibration. 

A sandwich Durability Patch design concept has been selected for further study as well as others. It will be 
further evaluated for all criteria and parameters. Near the center, there is an elliptical sandwich region which 
functions as a repair; the outer face sheet and the core of the sandwich is extended in all directions to form a 
rectangular overlay of standoff damping. 

Layer 6 is a structural adhesive film next to the original, cracked skin. Layers 5A, 5B, 5C,...., are graduated 
ellipses; collectively they serve as one face sheet of a sandwich repair area. Successive layers are slightly smaller 
to provide a gradual taper in thickness for aerodynamic smoothness and also for a consequent gradual change in 
stiffness. The total thickness provides one half or slightly more of the extensional stiffness of the original skin. 
Layer 3 is a rectangle of standoff layer having a beveled perimeter; it is stiff in shear and soft in flexure. Layer 
2 consists of a rectangle of viscoelastic damping material with an elliptical insert of structural adhesive. The 
external layer (1A ) is a prepreg and is rectangular with a generous radius in the corners; it extends beyond all 
other layers of the patch where its perimeter is adhesively bonded to the original skin. Successive graduated layers 
of prepreg (IB, 1C,....) contact only vem at their perimeter. The elliptical region of layer 1 (face sheet) and 3 
(core) which shadows layer 5 (face sheet) serves as a symmetric sandwich static repair. The remaining region of 
layer 1 and 3 serves as the constraining layer and stand off layer respectively of a damping treatment. Substantial 
material and installation cost savings result from this highly integrated, multifunctional design concept. 

The prepreg layers have the advantages of conformability, ease of installation, and aerodynamic smoothness. It 
also avoids a secondary operation of sealing the edges and installing an aerodynamic ramp. At this juncture, the 
only advantage of aluminum appears to be the possible residual compressive stress from cure and the consequent 
very low crack growth rates. A disadvantage of aluminum is the lack of conformability for significant thicknesses 
and compound curvatures. These aspects will be evaluated in the near future. 

The area to be covered by a Dpatch installation would be two bays of skin covering the fastener row between the 
bays and almost to the perimeter fastener row, leaving room for the sealant line of a vacuum bag. Procedures 
will be investigated to accommodate fasteners which must be removed. 

8    DESIGN 

A sandwich design concept is described above. Finite element analysis will be performed to arrive at values for 
stresses for various parts of the repaired structure including in the original skin at the edge of the patch, the 
patch, the adhesive, etc., for a variety of loading conditions. The major design considerations are static stresses, 
vibratory stresses, and stress intensity and their effect on static strength, low cycle fatigue life, high cycle fatigue 
life, and crack growth rate. FEA stresses will be compared with the strength and fatigue allowables for the various 
materials constituting the Durability Patch. Stress intensity factors will also be investigated using finite elements 
for input to calculations to crack growth rates. The modal strain energy910 "will be used for calculations of 
modal damping. Viscoelastic damping materials will be selected to provide the highest practical damping in the 
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fundamental mode at the service temperature. The maximum damping will protect adjoining bays of structure 
somewhat. 

9    DISCUSSION 

The Durability Patch program has major payoff in cost avoidance savings in maintenance and repair of sonic 
fatigue cracking. Extensive annoyance cracking of secondary structure occurs in service. The consequences of this 
cracking are large cost of repair and maintenance and reduced operational readiness; there are no ramifications 
with respect to safety of flight. When annoyance cracking occurs at the same structural location on a substantial 
portion of the fleet at a small fraction of the intended service life, an opportunity for improvement in durability 
has been amply demonstrated. Aging aircraft are subject to even more annoyance cracking. 

A major benefit of the Dpatch is the minimal potential for additional damage because repairs are made in-situ 
which minimizes handling damage. The DPP has additional payoff beyond the program and repair in that service 
experience for bonded repair and a pool of personnel skills will be developed. Furthermore, experience is provided 
for future applications of micro data collectors analyzers loggers, eg, health monitoring. 

10    REFERENCES 

[1] Rudder, F.F., Jr. and Plumblee, H.E., Jr., "Sonic Fatigue Design Guide for Military Aircraft," USAF AFFDL- 
TR-74-112, May 1975 (Available from Defense Technical Information Center as AD B 004600). ASIAC 6915 

[2] Byrne, K.P., "On the Growth Rate of Bending Induced Edge Cracks in Panels Excited by Convected Random 
Pressure Fields," J. Sound Vib. (1980) 68(2), pp 161-171. 

[3] Soovere, J., and M.L. Drake, "Aerospace Structures Technology Damping Design Guide," USAF-AFWAL- 
TR-84-3089, 3 Vols., Dec. 1985. 

[4] Clarkson, B.L. , "Review of Sonic Fatigue Technology," NASA Contractor Report 4587, NASA Langley 
Research Center, Hampton, VA, April 1994. 

[5] Wolfe, H.F., Shroyer, C.A. , Brown, D.L. , and Simmons, L.W. , "An Experimental Investigation of Nonlin- 
ear Behavior of Beams and Plates Excited to High Levels of Dynamic Response," USAF-WL-TR-96-3057, 
October 1995. 

[6] Baker, A.A., and R. Jones, eds., Bonded Repair of Aircraft Structures, Martinus Nijhoff Publishers, 1988. 

[7] Fredell, Robert S., USAF/DFEM, Academy Department of Engineering Mechanics, "Damage Tolerant Repair 
Techniques for Pressureized Aircraft Fuselages" 2E WL-TR-94-3134, 1994. 

[8] anon, Composite Repair of Military Aircraft Structures, AGARD CP 550, Oct. 1994. 

[9] Rogers, L. C, R.W. Gordon, and C.D.Johnson "Seminar.on Damped Laminated Beams," unpublished, 
WPAFB OH, 19 March 1980. 

[10] Johnson, C. D., Kienholz, D. A. ,Rogers, L. C. "Finite Element Prediction of Damping in Beams with 
Constrained Viscoelastic Layers," Shock and Vibration Bulletin, No. 51, pp. 71-81, May 1981. 

[11] Johnson, C. D., Kienholz, D. A., "Finite Element Prediction of Damping in Structures with Constrained 
Viscoelastic Layers," AIAA Journal, Vol. 20, No. 9, September 1982. 

[12] Rogers, L. C.and Fowler, B. L., "Smoothing, Interpolating and Modelling Complex Modulus Data," CSA 
RPT, to be published. 

223 



Compensation for Passive Damping 
in a 

Large Amplitude Microgravity Suspension System 

Mark C. Anderson", Timothy K. Hasselman", and Thomas C. Pollock* 

"ACTA Inc., 23430 Hawthorne Blvd., Suite 300, Torrance, CA 90505 
T>ept. of Aerospace Engineering, Texas A&M University, College Station, TX 77843 

ABSTRACT 

ACTA has developed and demonstrated a three-dimensional, large amplitude, actively-controlled, multi-cable suspension 
system for dynamically testing large space structures in a simulated microgravity environment. Tension in the cables is 
actively controlled by large amplitude rotary actuators designed and built at Texas A&M University. The actuators passively 
support the weight of the test article on soft spiral springs. Spring stiffness in each actuator is compensated by a torque- 
controlled direct current motor. Bearing and brush friction and damping are actively compensated as well as the algorithmic 
damping induced by the control law. Actuator stiffness properties were determined by measuring the torque-deflection 
characteristics of the actuator. Hysteresis loops are compared for the different spring materials. Actuator friction and 
damping properties (velocity-dependent resistance) are determined by measuring the torque-speed characteristics of the 
actuator with the spring disconnected. Multiple tests were conducted to establish the degree of randomness in these 
characteristics for robust control design. This paper describes the characterization of actuator stiffness, kinetic friction, and 
damping, and describes how these characteristics are used to negate the resulting resistance torques in the suspension system. 
Conclusions regarding the effectiveness of the system and possible enhancements are discussed. 

Keywords: passive damping, active compensation, suspension system, microgravity, space structures, dynamic testing 

1.  SYSTEM DESCRIPTION 
The Microgravity Suspension System (MSS) is designed primarily to provide gravity offload for ground-based testing of 
flexible space structures, or scale models of such structures, while providing minimal resistance to motion in the three 
translational degrees of freedom at each attachment point.1"6 To accomplish this the system uses a triangular arrangement of 
single degree of freedom actuators attached to the test article at a given point by an inverted triangular pyramid of relatively 
rigid cables. Such a tetrahedral arrangement of actuators and cables is referred to as tripod and is depicted for a compact test 
article in Figure 1. Collinear and non-collinear attachment of multiple tripods facilitates limited motion of the test article in 
up to six degrees of freedom. 

The basic unit of the MSS is the actuator. Each actuator is a single degree of freedom mechanical system providing active 
control of the forces applied to the suspended test article. The basic concept is centered around the simple mechanical 
oscillator as illustrated in Figure 2. The mass M, representing the test article, is supported by a spring which is characterized 
(idealized) by a linear spring constant k. Of course, in addition to supporting the weight of the test article, the spring also 
imparts a force which opposes any motion under the action of the external force F. The objective of the active control 
system is to minimize any forces which oppose motion due to the external force while supporting the weight of the test 
article. 

An obvious way of accomplishing this objective compensates for the spring force by generating a force, /, which acts in the 
direction opposite the spring force and thus facilitates motion. Clearly,/cannot be greater in magnitude than the spring force 
or the system will be unstable.   The case of "perfect" compensation is only marginally stable.    Any nonlinearities or 
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uncertainties in the spring force will preclude such compensation.   Hence, practical considerations limit the degree of 
compensation to that for which the system remains stable throughout the range of motion. 

Actuator C 
Attachment 

Point Actuator B 
Test Support Frame 
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rm 

Actuator C.      Actuator A Actuator B 

\ I / 
Cable C   Cable A    Cable B 
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Actuator A 

(a) Top view (b) Front view 

Figure 1. Suspension system tripod. 

The displacements possible using only the force/for compensation are limited by the deflection capability of the spring and 
the ability of the system to provide adequate force to overcome the restoring force due to the spring. For these reasons, 
providing all compensation via the force/is practical only for relatively small displacements and is referred to as the small 
amplitude concept. The large amplitude concept overcomes these limitations by moving the ground point of the spring to 
follow the motion. This reduces the force in the spring, from kx to kx - ky, and reduces the magnitude of the force/required 
to achieve a given level of compensation. The large amplitude concept is subject to the same limitations with regard to the 
maximum practical compensation as the small amplitude concept. 

Actuator 

"Rigid" link 
Test Article 

Figure 2. Actuator concept. 

A translational actuator such as that illustrated in Figure 2 requires linear actuators to provide the compensating force and to 
follow the spring. Implementation of such a system has inherent problems, including the requirement of a long stroke for the 
spring-following actuator and complicated inertia properties which are difficult to offset when the actuators are connected to 
form a tripod. To preclude these issues and to facilitate a compact design, the MSS employs rotary actuators. The equation 
of motion for a rotary actuator corresponding to the model in Figure 2 is 
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(l + Mr2)'^ + ßsgn[^j + c(j) + k(^-cp)^Fr + T (1) 

where r is the spool radius and the residual force, mr<j>- F, here denoted by Fres , is represented by 

Fm =~[l'0 + fi sgn(^) + c0 + k((j> -<P)-T] (2) 

The analogy is completed by noting that x = r<p, y = rq>, m = 11 r2 and fr = T, and defining ß, c, and & in consistent units. 

The equation of motion (1) and residual force representation (2) constitute an idealized model. The damping and spring 
force models are linear and the (kinetic) friction model is piecewise linear. Nonlinearities, other than the kinetic friction, and 
uncertainties in the physical implementation of the model are not represented. 

In any practical implementation of these concepts, physical hardware is required to generate the compensating force/and to 
move the ground point of the spring. This equipment will possess a certain amount of inertia and will give rise to various 
non-conservative (dissipative) forces which will inhibit the motion of the test article. Minimization of the residual forces in a 
practical actuator necessitates reduction of these inertial and dissipative forces by design and/or active compensation via the 
force/. A hybrid approach was taken with the MSS. Inertia effects, represented by / in (1) and (2), are minimized by design 
only. Dissipative forces are reduced by design, but are also offset by active compensation. 

2.  CONTROL STRATEGY 

The control system design for the MSS is based on a three-tiered approach.6 The first tier, called Level 1, is concerned with 
single degree-of-freedom control of a single actuator. The middle tier, denoted Level 2, groups three actuators into a tripod 
and compensates for the tripod geometry as the test article attachment point moves in space. Both Level 1 and 2 are 
independent of the specific application. Coordination of multiple tripods, Level 3 control, is application-dependent. 

2.1   Level l(actuator) control 

Given the system model and the ability to provide a compensating torque and to move the ground point of the spring, the 
question of the optimum control strategy arises. Two basic approaches are possible. The most straightforward approach is to 
accurately determine the physical characteristics of the system (jj., c, k, etc. and their generalizations) and use the 
compensating torque and ground point motion to offset them. Only the displacement and ground point angles, $ and <p, 
respectively, need be monitored during operation to implement this approach. A second strategy is to use an "abstract" 
controller, i.e., one that does not attempt to directly model the physics of the actuator, to minimize the difference between the 
system response and the "desired" response. Since the external force and the motion under its action are arbitrary, the only 
practical definition of "desired" response is that the residual force be as small as possible, necessitating accurate 
measurement of the cable tension. Therefore, the direct approach was used. 

Equation (2) suggests the torque compensation command, 

f^kJ + cj + PrSgaty) (3) 

For present purposes, the output torque of the motor may be expressed via the formal differential equation 

rpt + T=T (4) 

where tp is the time constant of the motor. Using (2), (3), and (4) yields a residual force for the small amplitude concept of 

the form 

F*. = --[l'<t> + {ß-Vp)sgn(i)) + (c-cp)i> + (k-kp)<p] 

1B d 
 (/ + mr2)<j> + ßsgn($) + c(j) + k(p- Fr\ 

(5) 

r  dt 

Note that the first term on the right hand side of (5) is the residual force for an actuator with an ideal motor, i.e., one that has 
a zero response time. The second term, which accounts for the finite motor response, is merely the time derivative of the 
equation of motion for a passive actuator. 
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The large amplitude case includes high and low pass filters to separate the torque and ground point spring compensations so 
that the ground point follows slow, quasi-rigid body motions while the torque compensates for oscillations about the quasi- 
rigid motion. Both filters are simple first-order filters with a common cutoff frequency of 2TT/T , chosen to be below the 

lowest frequency of interest for the test article. For the large amplitude concept, the torque compensation command is 

T = Tk+cp<t> + tipsgn{4>) 

where Tk is the spring compensation torque command. The filters formally introduce the differential equations 

lTk+Tk=rtp{i>-<p) 

(6) 

(7) 

(8) 

where <p is the ground point position command. Analogous to (4), the response of the positioning motor can be expressed by 

the differential equation, 

T s(p + (p = (j> (9) 

where T, is the positioning motor response time constant. The residual force may be deduced from (2) and (6)-(9) and is 

given by 

1 
Fm = - I<j> + [c-cp-ikp)i> + (n-np)sgn(<l>) + 

+ 
K.l + k,J 

^^TV^+(TTP+TTS+TPTV)^+(T + ^+TJ—|F--[(/ + A/r2)^ + c^ + /isgn(^) + fe0j 

-^)IF-J[(I+ Mr2)'<j> + c$ + ßsgn(i>j\ (10) 

TT'~dir+(T + r') 

m^ 
dt 

Uc^ + ^sgn^)] 

Note that the right hand side of the residual force equation (10) has several distinct terms. The first term represents the 
residual force that would be obtained with an actuator with ideal motors which performed all of the spring compensation 
with the positioning motor and used the torque motor for damping and friction compensation. This term represents the bulk 
of the residual force. The presence of the spring compensation torque term multiplying the velocity represents the effect of 
the high pass filtering of the spring compensation torque command. The second term exhibits the effects of the motor 
responses and the low pass filtering of the ground point positioning command on the uncompensated system. The third term 
illustrates the interaction of the ground point positioning with the torque motor response. The interaction of the unfiltered 
friction and damping compensations with the low pass filter and positioning motor response is shown by the fourth term. 
The final term represents the interplay between the high pass-filtered spring compensation torque command and the response 
of the ground point positioning motor. 

2.2  Level 2 (tripod) control 

The tripod, or Level 2, control algorithm is a conceptually simple extension of the Level 1 algorithm. To facilitate motion in 
three-dimensional space, three actuators are connected to a common point providing determinate control of the residual 
forces in all three dimensions. For a given actuator the only differences between the Level 1 and Level 2 configurations are 
that the effective test article mass and static equilibrium position will change as the attachment point moves in space and 
some of the cable tension will be reacted by axial forces on the spool as the attachment point moves parallel to the spool axis. 

An idealized model of the tripod can be constructed similar to that for a single actuator. The equation of motion for actuators 
connected in a tripod is then 
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IaK+cja +fia sgn($a) + lca(<l>a -q>„) = — -{fa-Ufa)7a{xl,X2,X3) 

where the subscript a denotes the actuator, a£a is the initial cable length, fa and °fa are the instantaneous and initial cable 
tensions, respectively, and ya is a geometric function of the attachment point coordinates which accounts for the proportion 
of the cable tension which is normal to the spool axis of revolution. There are three such equations, one for each actuator. 
There are also three equations of motion for the attachment point. If the test article is considered as a point mass, these 
equations are represented by 

Mx„ vX 
( o. 

*aß 

■fata 
(fa-X)-Sß3Mg (12) 

where the subscript ß denotes the Cartesian coordinate, "xaß is the initial position of actuator a in the ß direction with 

respect to the attachment point, and Sß3 is the Kronecker delta with "3" denoting the local vertical direction. 

Note that (11) and (12) for the coordinates 0a and xß define a six-dimensional configuration space for the tripod. There are 

also three holonomic constraint equations which define the geometry of the tripod, 

(0^-^«)2=X(%-^)2 (13) 
P 

Equations (11)-(13) indicate that the system has three degrees of freedom. While it is possible to use (13) to reduce the 
number of equations of motion to three; this is not useful since the resulting equations are implicit, highly nonlinear, strongly 
coupled, and not linearizable via the assumption of small amplitudes. 

The control strategy, i.e., minimization of residual forces, is carried out via the compensation commands given by (3) and (6) 
for the small and large amplitude cases, respectively, with a correction term added to account for the changing cable tension 
due to gravity offload as the test article moves in space. The geometry correction command, T , is of the form 

ft). 
Mgra ^a+PqXl+<yaX2 A"; 

nxal{
ttta-rJa) 

Ya(X\'X2'X3 I (14) 

where A, Xa, pa, and aa are terms which depend on the initial tripod geometry. Assuming an accurate characterization of 
this geometry, gravity compensation provided by (14) can be assumed to be essentially exact. The residual force 
components are then 

(o,=S 
(", 

V 
■rja 

(00 (15) 

where the residual forces on the right hand side of (15) are given, with some modifications due to the torque motor responses 
to the geometry compensation commands, by expressions of the form (5) and (10), respectively, for the small and large 
amplitude actuators. Equation (15) represents a change of coordinates from the actuator frame to the test article frame. 

The Level 2 implementation is merely an extension of the Level 1 strategy with the geometry correction torques added after 
the Level 1 compensations are determined. Optimization of performance is accomplished by accurately 
measuring/calculating the initial tripod geometry and optimizing the Level 1 performance of the actuators. The same 
comments regarding limitations on the levels of compensation for Level 1 control are applicable for the tripod. 
Nonlinearities and uncertainties in the physical characteristics of the individual actuators preclude perfect compensation and 
determine the stability limits for the tripod. 

2.3   Multiple tripod considerations 

The discussions of control models and strategies for Level 1 (single actuator) and Level 2 (single tripod) considered the test 
article as either a point mass or a rigid body supported at its center of gravity and free to rotate about this point. Most 
applications of the MSS will be for testing larger structures which may consist of multiple, linked (relatively) rigid and 
flexible bodies.   Many of these will require multiple tripods to provide the requisite gravity offload.   In general, attaching 
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tripods at the centers of gravity of each body will not be possible. In this event, the mass moments of inertia of these bodies, 
the boundary conditions between the bodies, and the types and magnitudes of externally imposed forces and displacements 
become relevant to the suspension system design. 

Coordination of multiple tripods for such a test article is referred to as Level 3 control. Obviously, implementation of this 
control is application-dependent. Examples of Level 3 coordination for specific programs include modification of the 
gravity offload compensation to account for mass moments of inertia and/or modal mass effects from the oscillations of a 
flexible body, pre-programmed relative motion of the tripods to accommodate very large amplitude slewing maneuvers, and 
use of the actuators to excite modes of the test article. 

3. DISSIPATIVE FORCES 

Restricting attention to a single actuator (Level 1), there are four distinct sources of dissipative (non-conservative) forces 
which inhibit motion of the test article under the action of external forces. The types of dissipative forces encountered 
include classical velocity-dependent damping and friction (both static and kinetic), hysteretic damping induced by large 
deflections of the spring material, and forces which arise from the temporally finite motor responses and, in the large 
amplitude case, the filtering of the spring compensation commands. The latter is referred to as algorithmic damping within 
the present context and is not a "passive" force in the usual sense. However, sense it comes about as a byproduct of 
compensating for other forces, it must be dealt with in order to optimize system performance. The origins, characterization, 
and minimization of each of these dissipative forces are discussed in the paragraphs to follow. 

3.1   Classical damping and Coulomb friction 

Perhaps the simplest dissipative forces to characterize are the classical damping and Coulomb friction which accompany any 
real motor. Classical damping arises due to bearing lubrication, if it exists, and to the effects of the back electromotive force 
generated in the motor as it rotates in the driving magnetic field. Static and kinetic Coulomb friction are the result of dry 
friction in the four bearings which retain the motor/spool shaft. The motors which provide compensating torque for the MSS 
are directly attached to the spool, opposite the spring, and are the source of the classical non-conservative forces for the 
system. 

Linear damping and friction were characterized by performing torque-speed tests of each of the torque compensating 
motors.7'8 Tests were repeated numerous (at least six) times and the results averaged to verify repeatability, or the lack 
thereof, and obtain reliable parameter estimates. A typical torque-speed curve is shown in Figure 3. Note that the positive 
and negative zero offsets are different. This is due to the directionality of the brushes in the torque compensating motors. 
The linear damping was very consistent for a given motor and varied between 0.0051 and 0.0084 in-lb-sec/rad among the 
different motors, with a positive-negative variation of less than 0.0011 in-lb-sec/rad.. The kinetic friction, however, was not 
repeatable. The measured values ranged from less than 0.1 in-lb to more than 1.0 in-lb, with positive-negative differences of 
up to 0.5 in-lb. Static friction was not systematically determined, but informal tests showed that it was close to the zero 
offset values calculated from the torque-speed tests. 
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Figure 3. Classical damping and Coulomb friction for a typical actuator. 
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The compensation strategy for classical dissipative forces was straightforward. Part of the velocity proportional 
compensation was taken as Äc, where a X value of 0.95 to 0.99 was typical. The kinetic friction compensation was only 
slightly more complicated. Due to the observed variability of the friction, the mean low value was compensated for 
completely and a random dither was applied which ranged from the mean low value to the mean high value. Different values 
were used for positive and negative velocities. This provided a robust control algorithm and helped offset the effects of static 
friction, but was sub-optimal in the sense that some residual friction was inevitable. 

3.2  Material hysteresis 

One source of dissipative forces which was not anticipated at the outset was significant hysteresis in the spring material 
under strain induced by the compensated motion of a supported test article.6'8 The MSS employs spiral springs to support the 
static weight of the test article. Each spring is wound from a 1 in. wide by 0.063 in. thick by 72 in. long strip of steel, which 
is heat treated after winding to increase strength and reduce residual stresses induced by cold working. The maximum tip 
deflection to which the springs are subjected during use is about 6 in. Assuming uniform heat treatment, this deflection 
should not (theoretically) produce any local yielding or even any nonlinear behavior with the original material (AISI 4140). 
However, as a result of the seven-turn spring geometry, it proved very difficult to get a uniform heat treatment. Thus, local 
regions of the spring were left in the essentially annealed condition and the springs became nonlinear or even yielded slightly 
at higher deflections. 

The hysteretic behavior of the original spring material is illustrated in the torque-deflection plots of Figures 4 through 6. A 
static weight of 30 lb. was used for these tests. At small deflections on the order of ±1 in. (Figure 4), the springs do not 
exhibit noticeable hysteresis other than the apparent hysteresis due to friction. At moderate deflections of about ±2 in. 
(Figure 5), hysteresis beyond the friction effect is apparent. As Figure 6 depicts, large deflections of ±3 in. produce 
significant hysteresis. Thus, the hysteresis exhibited by the AISI 4140 material generates an effective damping which can be 
quite large for large deflections. 

The hysteretic behavior of the springs was not compensated for by the control system. Rather, a stronger spring material 
(AISI 1095) was substituted for the original material. The hysteresis loops generated by the original and replacement 
materials are compared in Figure 7 for a static load of 30 lb. and a ±2 in. dynamic deflection. As the figure shows, the 
replacement material exhibits less hysteresis at this deflection. Larger deflections with the replacement material proved 
inadvisable because the material was quite brittle in the heat treated state. Therefore, operation of actuators outfitted with the 
replacement springs was limited to test article attachment point movements which produced ±2 in. deflections or less. 

To avoid these issues in the future, two avenues of attack are currently being investigated. One, development of better spring 
fabrication processes, is likely to be a long term effort. The springs are currently manufactured at Texas A&M University, 
the original developer, because quantity requirements are too low to offset tooling costs for commercial spring 
manufacturers. The second approach is the investigation of alternate spring materials which are less sensitive to non-uniform 
heat treatment and/or exhibit superior heat transfer and other material properties which obviate the problem and which are 
less brittle in the heat treated state. The current candidate is Hitachi ATS34, similar to AISI 440C, which has a higher yield 
stress and greater ductility than AISI 1095. 
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Figure 7. Comparison of the hysteresis loops for original and replacement materials. 

3.3  Algorithmic damping 

The final source of non-conservative forces for the MSS is the dynamic response effects of finite motor and control system 
lag times and the effective global frequency response of the system as a whole, including the control algorithm.   The 
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dynamic response effects of the motors and amplifiers were minimized by choosing equipment with low enough time 
constants (0.005 sec and 0.060 sec, respectively, for the torque and positioning motors) to exclude most of these effects from 
the frequency range of interest (0.5-5.0 Hz) and by compensating for some of the effects of finite response time. The global 
frequency response effects which arise from the filters used by the large amplitude control algorithm were also partially 
offset via direct compensation. 

These dynamic response effects may be seen by studying the frequency response function of the (single actuator) system 
without friction. Dissipative terms are those which are real multiples of ico, where CO is the frequency in rad/sec. For the 
small amplitude case an effective damping may be defined as 

c4r(ö»): 
1 

c-- -*,*, 
1 + ÖTT 

(16) 
P   J 

Typically, kpx p is about seven times the nominal linear damping for an average actuator. Note, from Equation (16), that 

CeAQ)=-^{C-CP+kpTp) 

Thus, by Equation (17), in the critical low frequency range an optimal choice of damping compensation is 

cp=Ac + kprp 

(17) 

(19) 

where X is close to unity. Since all the constants are positive, Equations (16) and (19) show that the residual damping will 
always be positive and will be approximately (1 - X)c for low frequencies. The effective frequency response magnitude and 
frequency-dependent damping for a small amplitude actuator without friction are depicted in Figure 8. These curves were 
generated with 80% spring torque compensation and 95% linear damping compensation, using average actuator properties 
and assuming a static test article weight of 20 lb. The effective residual damping is 0.05% at the actuator fundamental 
frequency of 0.94 Hz. Figure 8(b) indicates that the damping compensation given by (19) results in an effective residual 
damping that is constant from 0.01 to 1 Hz and is less than the nominal linear damping across the entire operating range. 

1000 

co 100 
c 
Ü 
n 10 co 
m 

CL 1 >, 
o c 
m 0.1 
3 
O" 
CD 0.01 

LL 

0.001 
0 

\ 

0.001 

CD 
CO 

c 
'Q. 
E 
CO 

Q 

,01 0.1 1 

Frequency, Hz 

(a) Frequency response magnitude 

10 
0.0001 

0.01 

/ 

0.1 1 

Frequency, Hz 

(b) Frequency-dependent damping 

10 

Figure 8. Frequency response of the small amplitude actuator. 

The large amplitude case is somewhat more involved due to the presence of the positioning motor and the filters which 
separate the torque and ground point compensations for the spring. As mentioned previously, these filters are included to 
separate the torque and ground point spring compensations so that the ground point follows slow, quasi-rigid body motions 
while the torque compensates for small, higher frequency oscillations about the quasi-rigid motion. This is not necessary in 
general, but was implemented in the MSS because of velocity limitations of the positioning motors and the disparate 
response time constants of the torque and positioning motors (0.005 and 0.060 sec, respectively). 

As with the small amplitude case, the frequency response function of the (friction-less) large amplitude actuator produces an 
effective damping term proportional to ico. In this case, the frequency-dependent damping explicitly shows the effects of the 
filters used to separate the two types of spring compensation. The effective damping is of the form 
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<V(o>) = 
C,-Vf 
1 + GTT 

**,(T + T.) 

t 

(l + fc(-Ü)2TTr)   +Ö)
2
(T + TV)' 

(TT?+TTv+T„Tt)]   +[T + Tp(l + Ä:v-ÖJ2TTJ) + Tt] 1 + & ,-OJ 

(20) 

where the first term is the same as the effective damping for the small amplitude case, the second term represents the effect 
of the filtered ground point spring compensation, and the last term models the dissipative contribution of the filtered torque 
spring compensation. From Equation (20), 

V(°) = 
1 ( 

c-cp + **,(T+T,)     *,T ' 
1+Jfc, 

(21) 

The effect of the third and fourth terms in (21) is about twenty-one times the nominal linear damping for the typical actuator 
at low frequencies. Equation (21) suggests that choosing 

■ÄC + 
kks{x + xs)     kpX 

(1 + ^)2 l + k.. 
(23) 

generates optimal compensation in the low frequency range. Figure 9 illustrates the frequency response magnitude and 
effective frequency-dependent damping for the large amplitude case. These figures were calculated using 80% spring torque 
compensation, 95% spring ground point compensation, and 95% linear damping compensation. As before, average actuator 
properties were used along with a static test article weight of 20 lb. The effective natural frequency and residual damping at 
that frequency are 0.48 Hz and 1.4%, respectively. Here, however, as shown in Figure 9(b), the effective residual damping is 
only below the nominal linear damping for frequencies below about 0.5 Hz. Above that frequency the residual damping 
climbs rapidly to about one hundred times the nominal. The rapid increase is primarily due to the frequency dependent terms 
in the numerator of Equation (20). 
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Figure 9. Frequency response of the large amplitude actuator. 

The behavior of the effective damping for the large amplitude case is an inevitable byproduct of the filters used to separate 
the two types of spring compensation and the use of a constant, i.e., non-frequency-dependent, damping compensation such 
as that given by (23). One possible solution is to use an adaptive control algorithm which monitors the near instantaneous 
frequency content of the system response and adjusts the damping compensation according to (20). Such an approach was 
not taken for the subject project, but could be implemented for future applications. 

3.4   Test results 

Each actuator of the MSS was individually tested to verify the stability and repeatability of the control algorithm and to 
optimize the compensations.6"8 A compact test article was attached to the actuator, slowly displaced a given distance, held for 
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a short time, and released. Tests were performed with both 20 and 40 lb. static weights and repeated a number of times. 
Typical test results are shown in Figure 10. The responses shown are for a static load of 20 lb. And relatively small 
deflections across the spring to preclude the appearance of hysteretic effects. Figure 10(a) depicts the response of an 
uncompensated test article, illustrating the nominal spring stiffness, linear damping, and Coulomb friction. The response of 
the small control algorithm is illustrated in Figure 10(b). The large amplitude response is shown in Figure 10(c). Test results 
verify the analytical results. Since they include the effect of Coulomb friction, the number of response cycles is less and the 
rate of decay is greater than predicted by a linear analysis which is to be expected. 
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4. CONCLUDING REMARKS 

The direct control approach taken for Level 1 control of the MSS actuators has proven to be stable and to produce repeatable 
responses within the variability of system parameters. The approach compensates for three of the four non-conservative 
force types which arise during system operation. Classical damping compensations of 95 to 99% are easily attained. 
Coulomb friction compensation is limited by the variability of the static and kinetic friction parameters. Further reduction of 
friction forces requires either the use of more sophisticated components, such as air or magnetic bearings, or an auxiliary 
compensation approach. Energy dissipation due to material hysteresis in the spring is not actively compensated for, but may 
be minimized or eliminated by restricting the possible deflections across the spring and/or using a spring material which does 
not exhibit these effects. Finally the "pseudo-passive" dissipative force resulting from the motor responses and control 
algorithm filters is adequately compensated for at low frequencies, but requires a more sophisticated control approach at 
higher frequencies of interest, especially for the large amplitude case. 
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Performance prediction of D-Strut™ isolation systems 

George W. Wilson0 and Patrick J. Wolke" 

"Honeywell Inc., Satellite Systems Operation, Glendale, Arizona, 85308 

ABSTRACT 

Dynamic models and simulation results are presented for D-Strut™ isolators. The D-Strut is a passive spring-damper 
device with space flight heritage used for vibration isolation. Detailed models will be presented for both hydraulically and 
pneumatically damped D-Struts and the performance achieved by each will be compared. All of the models presented are 
single degree-of-freedom with a mass isolated from base motion by one isolator element. A simulation program was used to 
investigate the frequency domain and time domain dynamic response of the D-Strut models. The results are presented. 

Keywords: isolator, hydraulic, pneumatic, dynamic models, performance prediction, simulation, vibration 

SYMBOLOGY 

Hydraulic D-Strut Dynamic Models 

™PL Mass of payload 

KA Bellows spring constant without fluid 
KB Bellows spring constant due to fluid compression 

CA Equivalent fluid damping in orifice =C/(N0)2 

Mf Mass of fluid in orifice 
Meq Equivalent mass of fluid in orifice =Mf/(N0)2 

C Fluid damping in orifice 

AP Cross-sectional area of bellows 

A) Cross-sectional area of orifice 
N° Ao/Ap 

Pneumatic D-Strut Dynamic Model 

M
PL Mass of payload 

mdem Mass of damper end mass 
ms Mass of gas in the spring bellows 
mc* Mass of gas in the damper bellows 
m°rf- Mass of gas in the orifice 
kas Spring constant of spring bellows without gas 
kad Spring constant of damper bellows without gas 
kpldem Spring constant of compliance between payload and damper end mass 
cor* Damping in the orifice 
asb Cross-sectional area of spring bellows 
a"-o Cross-sectional area of damper bellows 
vs Volume of spring bellows 
vc* Volume of damper bellows 
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nds -odAus 
aorf Cross-sectional area of the orifice 
lorf Length of the orifice 

P0 Nominal gas pressure 

ps Gas pressure in the spring bellows 
pd Gas pressure in the damper bellows 
y. Gas law constant 

1. BACKGROUND 

Passive isolation with viscous fluid damping had its first application of isolating precision optical structures from 
disturbance sources within the Hubble Space Telescope in 1985.' These isolators were the first to implement Honeywell's 
patented D-Strut isolation and damping technology. Since that time, the D-Strut isolators have been employed in several 
aerospace applications where jitter-sensitive optical systems have required isolation from disturbance sources.2,3,4 

Several attributes of the D-Strut isolator make it ideal for use in optical systems. They behave linearly over a wide 
dynamic range of displacement and force inputs, and have been shown to continue to damp in the nanometer level of 
operation. They have predictable behavior over environmental extremes and have been qualified for use near optics in the 
vacuum of space. Their isolation characteristic has discriminatingly superior performance with low in-band amplification, 
40 dB/decade roll-off, and recent designs with isolation floors below 70 dB. More recently, applications have arisen where 
the benefits of pneumatic isolation have proven merit. That is, a compressible damping medium is used rather than 
incompressible media. 

New applications of D-Strut technology have required tighter control of in-band amplification while maintaining the 
40db/decade roll-off characteristic and achieving lower isolation floors. These conditions have demanded the development of 
refined models of the isolator to capture and control higher-order effects as well as changing the damping media from 
hydraulic to pneumatic. The paper addresses how the isolators are modeled, and the performance predicted for various 
implementations. 

2. HYDRAULIC D-STRUT DYNAMIC MODELS 

Previous isolator element dynamic models have generally been either two- or three-lumped parameter models. The two- 
parameter model is simply a spring and damper in parallel. The D-Strut three-parameter model3 places a second spring, KB, 

in series with the damper. Figure 2-1 shows a mechanical schematic of a D-Strut isolator element, and Figure 2-2 compares a 
simple two-parameter spring-damper with a three-parameter D-Strut isolator element. 

The spring KA is due to the normal DC compliance of the D-Strut bellows and spring system without any fluid restriction. 
The spring KB is due to the compliance of the fluid and the bellows in the axial direction; as the gap (ZB - ZPL) decreases, 
with a fixed fluid mass, it causes the bellows to "bulge". The damping term, CA, is generated by the shear force on the fluid 
as it passes through the orifice. The three-parameter D-Strut dynamic model is shown in Figure 2-3. 
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Figure 2-3. Three-parameter D-Strut Dynamic Model Block Diagram 

A four-parameter D-Strut dynamic model, which accounts for the fluid mass flow in the orifice, will now be developed. 
The equations-of-motion for the isolator element, shown in Figure 2-1, are as follows: 

MPLZPL = KA(ZB-ZPL) + KB 
'A  ^ 

vApy 
Zf    zPL + 

'Ap-Q 

V     AP      J 
ZB (1) 

Mf Zf=- 
'A.^ 

vApy 
KB 

'A^ 

v\y 
A      ^PL + 

Ap    A0 i 

Ap 
ZB + C(ZB-Zf) (2) 

Where Ap = cross-sectional area of the bellows 
A0 = cross-sectional area of the orifice 

Equations 8) and 9) are presented in block diagram form in the upper block diagram shown in Figure 2-4. Defining 
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N „AA°/ (3) 

CAA K)2 (4) 

M   / 
(5) 

and rearranging produces the equivalent dynamic model shown in the lower block diagram of Figure 2-4. 

Figure 2-4. Four-parameter D-Strut Dynamic Model Block Diagram 
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The transmissibility transfer function for this dynamic model is 

t^ = 
MJKA + KBQ-N.)]        (KA + KB) ' 

^      s +_I^~CAS+1 

M
pLMeqs4 + MpkCAs3 + 

KAKB KAKB 

MPL     (KA + KB)M, 

KA 
+ ■ 

eq 

KAKB 
S2 + 

(KA + KB) 

KAKB 
CAS + 1 

(6) 

Note that, if M eq 
'V2 

vA0y 
Mf = 0, this transmissibility transfer function becomes identical to the three-parameter 

dynamic model transmissibility transfer function shown in Figure 2-3. 

3.0 PNEUMATIC D-STRUT DYNAMIC MODEL 

A simplified mechanical schematic of a pneumatic D-Strut isolator is shown in Figure 3-1. It is similar to the hydraulic 
D-Strut isolator, with two major exceptions: 

• The hydraulic fluid is replaced with a gas. 
• The orifice through which the gas flows is much longer, with a smaller cross-sectional area, to generate 

sufficient damping. 

Flex Bellows 

■ End Cap and Payload Mount 

Mounting Flange 

Convoluted Fluid Shear Path 

Typical Fill 
Port 

Damper 
Chamber 

Gas (such as nitrogen) 

Figure 3-1. Simplified Pneumatic D-Strut Mechanical Schematic 
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The equations which define the operation of the pneumatic D-Strut are divided into five groups, as follows: 

Spring chamber gas law: = RT = constant 
m 

ps = P0 

1 + 
Ams, 

ms 

1 + 
Av s, 

v s 

Damper chamber gas law: Similar to spring chamber gas law, 

pd = P0 

1 + 
Amd, 

md 

1 + Afd, 
vd 

Mass flow in the orifice: 

morf S2AZorf = aorf (pd - ps) + corf S(ZB - Zorf) 

Ams = -Amd = Amorf = (mor/{orf )AZorf 

Payload motion: 

M„S2Z„. =(ps-P0)asb-kas(zPL -ZB)-kpldem(zPL -Zdt.) 

i + Ä%l = i.o+(zPL-z,)^/ t)S 

Damper chamber end mass motion: 

mdem  S'Z^ =(p„ -pdXadb)-kad (Z^ -Z,)+kplem (zfL -ZdIJ 

' + A%)=i^(^-zB)
as% 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

The preceding five groups of equations describe the single degree-of-freedom dynamic model of a payload supported by 
a nonlinear pneumatic D-Strut. These equations are combined to produce the block diagram of the entire model which is 
shown in Figure 3-2. 
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The pneumatic D-Strut nonlinear dynamic model can be linearized for small perturbations about an operating point. This 
requires that the spring chamber and damper chamber gas law equations be linearized as follows: 

Spring chamber: 

(P0 + Aps)(t; s + Av s)r    P0 (v s)7 

(ms + Ams j 
= constant 

ms 
(16) 

(P0+Aps)(usy 
,    Av s 
1 +  

V       v s 
p>sy i+- 

Ams 

V      mS  ) 
(17) 

Noting that 

f     ADSV 
1 + - 

V DS 
l + (y) 

^A-us^ 

v-usy 

Aus 
for « 1 

vs 
(18) 

and neglecting the product of two A's gives 

Ams 
Aps = P0 ms ■W 

^Aws^ 

V vs J 
(19) 

Similarly, the damper chamber gas law linearization gives 

Amd 
Apd = P0 md ■W 

^Aud^ 

V vd J 
(20) 

Replacing the nonlinear gas law equations in Figure 3-2 with these linearized versions yields a linearized pneumatic 
D-Strut dynamic model. 
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Figure 3-2. Nonlinear Pneumatic D-Strut Dynamic Model Block Diagram 
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4.0 DYNAMIC MODELS PERFORMANCE PREDICTIONS 

4.1 Frequency responses of linear models 

The three-parameter and four-parameter D-Strut isolator dynamic models presented in Section 2 are both linear models. 
The pneumatic D-Strut dynamic model shown in Figure 3-2 is a nonlinear model. However, it was shown how the model 
could be linearized for small perturbations about an operating point by linearizing the spring chamber and damper chamber 
gas law equations. 

The frequency responses (transmissibilities) of these three linear D-Strut dynamic models are shown in Figure 4-1. The 
model parameter values are as shown in Table 4-1. The parameter values used for the three-parameter and four-parameter 
hydraulic D-Strut models correspond to an actual D-Strut developed for the Vibration Isolation and Steering System (VISS), 
which is scheduled to fly as part of the Ballistic Missile Defense Organization's (BMDO) Space Technology Research 
Vehicle (STRV-2) in 1998.   The parameters of the pneumatic D-Strut isolator dynamic model were selected to make it have 
a dynamic response similar to the VISS hydraulic isolator. An additional case is included for an hydraulic D-Strut with an 
equivalent fluid mass which is a factor of ten greater than the nominal mass. 

The results show that an equivalent high frequency performance is achieved by all of the isolators. At lower isolation 
frequencies, a small variation G:3dB) between the approaches can be noted for the isolators with the nominal parameter 
values. The results also show that, for an hydraulic isolator, the fluid mass effect can cause a resonant peak in the 
transmissibility if the fluid mass is too large. 

The maximum allowable equivalent fluid mass to preclude peaking in the transmissibility can be determined by 
investigating the isolator mechanical impedance transfer function. Consider the four parameter hydraulic D-Strut dynamic 
model shown in the lower portion of Figure 2.4. Letting ZpL = 0, the isolator mechanical impedance is 

KA 

ZB 

'FA + IV 

V    ZB    J 

Meq[KA + (l-N0)KB] (KA + KB)C 

KAKB 
S2+- 

KAKB 

LS + 1 

Meqn2 CA 
(21) 

Let 

KA 
S2     2£ 

—T + —S + l 
W2     W, 

ZB 2<r2 
w2    w2 

S + l 

(22) 

It can be shown that 

«■ = % 2VKBM eq 

(23) 

(24) 
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Figure 4-1. Frequency Response of Three Linear D-Strut Isolation Systems 

The fluid mass effect can be kept negligible by requiring that Ci>0.7 and t,2>0-7- Since d>£2, it is only necessary to 
require that ^2>0.7. Therefore, the condition to ensure that the fluid mass effect be negligible is 
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c2 >0.7 
2VKBMeq 

Note that the parameter values shown in Table 4-1 give £2=0.787 and £^2=0.249 for the nominal value of Meq and ten 
times the nominal value of Meq, respectively. This accounts for the resonance peak in the transmissibility for the four- 
parameter model with ten times the nominal value of Meq. Also note that, for a given hydraulic fluid, reducing the orifice 
cross-sectional area will both increase CA and reduce Meq, thus increasing £2. Therefore, it is concluded that small orifices 
are required to avoid the fluid mass effect. 

Table 4-1 
D-Strut Dynamic Models Parameter Values 

(25) 

Three-Parameter and Four-Parameter 
Hydraulic D-Struts 

Parameter Value Units 

MpL 0.02015 Ib-s /in. 

Meq 0.0013033 lb-s /in. 

KA 
3.79 lb/in. 

KB 113.65 lb/in. 

CA 0.606 lb-s/in. 

No 0.037445 — 

Nitrogen Pneumatic 

D-Strut 

Parameter Value Units 

MpL 
0.02015 lb-s /in. 

mdem 6.992 x 10"5 2 
lb-s /in. 

morf 8.42 x 10"10 2 
lb-s /in. 

ms 1.0462 xlO"8 lb-s /in. 

nds 1.0 — 

lorf 13.1 in. 

aorf 0.00057255 ,.    .2 
(in.) 

corf 8.806 x 10"7 lb-s/in. 

vs=vd 0.0964 (in.)3 

asb=adb 0.474 (in.)2 

kas=kad 1.894 lb/in. 

Y 1.4 .... 

Po 14.7 lb/(in.)2 

4.2 Time domain transient responses 

The unit amplitude step responses of the three linear dynamic models (three- and four-parameter hydraulic isolator and 
linearized pneumatic isolator) are shown in Figure 4-2. The model parameter values are the same as shown in Table 4-1. 

The results indicate that the step response of the three-parameter and four-parameter hydraulic isolators with nominal 
parameter values are nearly identical. However, the step response of the four-parameter model, with the fluid mass increased 
by a factor of ten, shows a damped oscillation at approximately 19 Hz. This is consistent with the frequency response peaking 
(shown in Figure 4-1) for this isolator. The step response of the linearized pneumatic isolator model has a slightly faster rise 
time and less overshoot than the hydraulic isolator models. 

The step responses of the linearized and nonlinear pneumatic isolator dynamic models are presented in Figure 4-3 for the 
following three base acceleration step commands: 

ZB = 10, 25, and 35 in./s2 
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Figure 4-2. Step Responses of Three Linear D-Strut Isolation Systems 
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Figure 4-3. Step Response Comparison of Linearized and Nonlinear Pneumatic D-Strut Isolation Systems 

The step responses are identical for ZB =10 in./s2. The step responses of the two models diverge as the amplitude of the 
input step command increases. The maximum allowable base acceleration step amplitude is limited to 36 in./s2 by the 
maximum allowable gap transient, which is: 
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max gap = vs/asb = vd/adb = 0.0964 (in.)3/0.474 (in.)2 = 0.2034 in. 

The peak gap transient and steady-state gap are 0.198 inches and 0.186 inches, respectively, for ZB = 36 in./s2. The step 
response of the linearized isolator dynamic model only deviates by a maximum of approximately 6% from the nonlinear 
model over the entire operating range of the pneumatic isolator. 

5.0 CONCLUSIONS 

The hydraulic D-Strut three-parameter dynamic model3 was expanded to a four-parameter model by including the effect 
of the fluid mass flow. The frequency responses and step responses of the two models are compared in Figures 4-1 and 4-2, 
respectively, for a typical D-Strut. These results indicate that the fluid mass flow is a predictable second-order effect. If 

—; > 0.7, the three-parameter model of the hydraulic D-Strut is adequate. 
2-VKB Meq 

A dynamic model was presented for a pneumatic D-Strut. This model is inherently nonlinear due to the compressibility 
of the gas. The nonlinear model was also linearized for small motion about an operating point. The pneumatic D-Strut 
parameters were intentionally selected such that its performance is comparable to the hydraulic D-Strut. The frequency 
responses and step responses of the hydraulic D-Strut and the linearized pneumatic D-Strut were compared. The results 
indicate that a pneumatic D-Strut can be designed to perform similar to a hydraulic D-Strut. 

The step response of the nonlinear pneumatic D-Strut dynamic model was compared to the linear pneumatic D-Strut 
model. The linear and nonlinear model step responses are identical for a 10 in./s2 step of base acceleration. This shows that 
the linear model is accurate for small motion. As the amplitude of the base acceleration is increased the nonlinear model step 
response begins to deviate from linear model step response. The largest base acceleration step input creates a gap transient 
which is nearly the maximum allowable by the length of the bellows. 
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ABSTRACT 

This paper discusses the results of a project which focused on the development and evaluation of internal damping concepts 
applicable to damping curved airfoil shaped plates. Thirteen damping concepts were analyzed. The analysis was completed using 
an FEA. The initial analysis computed modal damping for the first four modes of the structure. As the study progressed, the final 
analysis on the best two damping concepts calculated the modal damping for the first thirty modes. 

The system damping results were obtained using various damping materials, Young's moduli, and an assumed damping material 
loss factor of 1.0. The modal damping was calculated as the ratio of the strain energy in the damping elements (SED) divided by 
the total strain energy (TSE) in the structure times the assumed material loss factor. The damping goal was set at 0.04 loss factor. 
The final designs developed had an average modal damping value which exceeded 0.1. This paper details the damping concepts 
evaluated, the thought process which led from one design to the next, the analysis used to evaluate the damping concepts, and the 
results of the trade study. 

KEY WORDS: damping, curved plates, finite element analysis, 

1. INTRODUCTION 

The damping of curved airfoil shaped structures has been, and will continue to be, of interest to the engineering community. 
Adding passive damping, in the form of externally applied constrained layer damping systems (CLD), to stationary vanes in 
a jet engine has been demonstrated successfully and implemented into standard production procedure on several engines. 
(1,2,3) The effectiveness of externally applied CLD on blades has been demonstrated on several projects, along with initial 
evaluation in the rotating environment. (4,5,6) However, in these programs, the durability of the CLD in the centrifugal 
force environment was very poor. The durability of external CLD on rotating blades, as well as the need to damp stationary 
vanes where external damping concepts are not aerodynamically acceptable, has lead to interest in developing internal 
damping systems for airfoil shaped structures. The current trend to hollow blades and the results of reference 5, 
demonstrate that there is room for damping systems inside the blades. The following paragraphs describe a design study 
which evaluated various concepts for incorporating viscoelastic damping materials inside an airfoil shaped structure. 

2. STUDY STRUCTURE AND DESIGN GOALS 

A cross section of the structure used in this study is shown in Figure 1. The airfoil cross section had a leading to trailing 
edge length of about 32 inches and a maximum thickness around 3 inches. Figure 2 shows a 3-D view of the structure, 
which was about 84 inches long with an 8 foot radius curvature. The structural material was brass. The damping design 
goal was to obtain a modal loss factor of 0.04 or greater. The structural requirements placed on the damping design were: 

Further author information - 

E-mail: drake@udri.udayton.edu; WWW: http://www.udri.udayton.edu/conf/vdsc; Telephone: (937)229-2654; Fax: (937)229-4251 
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• the pocket could not be symmetric through the cross section; 
• the minimum wall thickness on one side would be 1.0 inches; and, 
• the minimum wall thickness on the other side would be 0.25 inches. 

This study evaluated various pocket sizes and locations. The pockets were filled either with a damping material or with a 
three layer sandwich consisting of a damping material, a floating constraining layer (FCL), and another damping layer. 
These two basic concepts are illustrated in Figures 3 and 4 respectively. In all but one case, the FCL was modeled as brass. 

Figure 1. Cross Section of Structure Studied 

Figure 2. Structure Evaluated During The Study 

Damping Material 

Figure 3. Damping Material Filled Pocket 

HUH     Constraining Layer 

Damping Material 

Figure 4. Floating Constraining Layer Concept 
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3. ANALYSIS APPROACH AND BASIC MODEL 

The analysis approach used for this study was based on finite element analysis. Initial analysis (analysis of the low 
frequency modes) was completed using a PC based version of COSMOS/M (7); while analysis of the higher frequency 
modes was completed on a work station based version of ABAQUS (8). The modal damping was calculated using the 
modal strain energy method (9). 

A cross section of the basic FE model used during this study is shown in Figure 5. Twenty node solid brick elements were 
used for the structure and damping systems. For the low mode analysis, the modal range of interest was the first four 
modes. To obtain accurate analysis with quick run times, 10 number of elements were used along the length of the 
structure. In the case of the high-frequency mode analysis, the first 30 modes were investigated and a total of 20 number of 
elements were used along the length of the structure. 

Constraining Layer 

Damping Material 

Figure 5. Basic FEA Model 

To accomplish the goal of this study, it was necessary to determine the maximum level of damping attainable for various 
damping concepts. Therefore, the damping material was modeled with a material loss factor of 1.0. The damping material 
modulus was varied to identify the modulus value, for each damping concept evaluated, which stored the maximum strain 
energy for each resonant mode analyzed. This method of damping design analysis is detailed in reference 10. The process 
results in the definition of damping material properties required to obtain the maximum level of damping for a given 
damping configuration. This approach allows damping concept evaluation to occur on a "level playing field," and helps 
identify the appropriate damping material for the best damping concept for the system under study. This design process 
does not initially consider the variation damping material properties with temperature. The temperature variation must be 
considered as the design progresses for establishment of optimal parameters to production design specifications. 

Table 1 shows the wall thickness combinations evaluated. Figure 6 illustrates the six variations of damping concepts 
evaluated. A total of 19 damping design and structure combinations were identified with 13 of these combinations analyzed 
in detail. Six combinations were not analyzed because the results from similar concepts indicated that these concepts would 
not meet the requirements. 

Table 1 
Wall Thickness Combinations Evaluated 

Structural Configuration Base Thickness (in.) Cover Thickness (in.) 
A (Thickest/Thickest) 1-3/8 3/8 
B (Thinnest/Thinnest) 1 1/4 
C (Thickest/Thinnest) 1-3/8 1/4 
D (Thinnest/Thickest) 1 3/8 
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Table 2 
Low Mode Analysis lesults 

Model # 
Structural 

Configuration 
Damping 

Configuration 
Modal Damping Required 

Modulus 
1 A Dl Ml - 0.035 

M2 - 0.049 
M3 - 0.016 
M4 - 0.036 

120,000 psi 

2 A D2 Ml - 0.071 
M2 - 0.077 
M3 - 0.039 
M4 - 0.047 

120,000 psi 

3 D D2 Ml - 0.083 
M2 - 0.094 
M3 - 0.051 
M4 - 0.070 

120,000 psi 

4 D Dl Ml - 0.042 
M2 - 0.065 
M3 - 0.021 
M4 - 0.053 

120,000 psi 

5 C Dl Ml - 0.034 
M2 - 0.048 
M3 - 0.017 
M4 - 0.034 

180,000 psi 

6 A D3 Ml - 0.036 
M2 - 0.040 
M3 - 0.044 
M4 - 0.037 

180,000 psi 

7 A D3* Ml - 0.044 
M2 - 0.043 
M3-0.051 
M4 - 0.045 

120,000 psi 

8 A D3+ Ml - 0.036 
M2 - 0.034 
M3 - 0.039 
M4 - 0.035 

60,000 psi 

9 A D4 Ml - 0.078 
M2 - 0.089 
M3 - 0.055 
M4 - 0.089 

60,000 psi 

10 D D5 Ml-0.115 
M2 - 0.132 
M3 - 0.087 
M4-0.147 

60,000 psi 

11 A D6 Ml - 0.057 
M2 - 0.067 
M3 - 0.028 
M4 - 0.042 

120,000 psi 

12 A D4A Ml - 0.064 
M2 - 0.076 
M3 - 0.047 
M4 - 0.082 

60,000 psi 

13 C D5# Ml - 0.105 
M2 - 0.133 
M3 - 0.073 
M4 - 0.166 

30,000 psi 

* 50% stiffer constraining layer 
+ constraining layer with Poison's ratio = 0.3 
A damping material between FCL and thin wall very soft 
# constraining layer modulus 1 • 107 Psi 
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4. LOW-FREQUENCY MODE ANALYSIS RESULTS 

Table 2 shows the results of the low-frequency mode analysis. Table 2 shows that even with the "perfect" damping 
material, models numbered 1,2,4,5,6, 7, and 10 would not achieve the required damping goal of 0.04 modal damping for 
all the modes. Several of the configurations have borderline compliance with the goal. For these configurations, using a 
damping material with the required modulus and a loss factor greater than 1.0 would probably result in compliance with the 
modal damping requirement. However, one should keep in mind that the greater the margin by which the design exceeds 
the goal, the better the design will perform over a wide temperature and frequency range. Also, the designer will have more 
overall latitude in the implementation of a more robust design. 

The highest modal damping is achieved in models numbered 9 and 10. The difference in these two models is whether the 
damping layer or FCL is maintained at a constant thickness over the length of the design. In model 9, the FCL is constant 
thickness; while in model 10, the damping layer is constant thickness. The results of this study indicate that a constant 
damping layer thickness results in a higher modal damping. 

The material modulus values required for maximum modal damping are highly dependent on the base structure, the 
constraining layer, and the geometry of the design. The modulus values shown in Table 2 may appear to be very high to 
someone who is used to damping thin sheet metal structures. Table 3 presents modulus data for several damping materials 
which illustrate that the required damping material modulus is feasible. 

Table 3 
Damping Material Modulus Values 

Material 
Maximum Material Loss 

Factor (MMLF) 
Young's Modulus @ MMLF 

(PSI) 
Filled Butyl 1066 1.2 40,500 
Class II Type 2.5 1.6 39,000 
Class II Type 2 1.1 120,000 
3MISD-112 1.2 1,800 

5. HIGHER FREQUENCY ANALYSIS RESULTS 

Model 9 and 10 were refined and analyzed further. The analysis was completed for the first 30 modes of the structure. The 
results are given in Tables 4 and 5. Figure 7 presents mode number 4 and Figure 8 presents mode Number 26. The data in 
Tables 4 and 5 and in Figures 7 and 8 indicate that the modal density and modal complexity were quite high. However, the 
damping systems performed very well with the modal damping for model 9 ranging from 0.031 to 0.229. Model 10 
damping ranged from 0.069 to 0.323. Note that, with the analysis extended to a higher number of modes, only model 10 
met the design goal of 0.04 modal damping for all the modes. 

Table 4 
Model 9 Modal Damping 

Mode Number Frequency (Hz) Modal Damping Mode Number Frequency (Hz) Modal Damping 
1 63.11 0.076751 16 564.20 0.125025 
2 106.94 0.089009 17 566.22 0.111795 
3 158.06 0.056695 18 582.01 0.103819 
4 202.39 0.093488 19 612.58 0.096638 
5 215.93 0.069041 20 671.31 0.034618 
6 221.76 0.100960 21 675.00 0.124544 
7 274.38 0.031447 22 725.55 0.093083 
8 325.26 0.052748 23 737.41 0.229064 
9 345.09 0.119127 24 768.33 0.140488 
10 368.86 0.084794 25 776.30 0.168338 
11 408.50 0.133756 26 803.19 0.095386 
12 414.56 0.108591 27 833.37 0.181937 
13 443.92 0.130978 28 849.52 0.109556 
14 486.31 0.098110 29 873.64 0.088070 
15 497.29 0.141058 30 914.48 0.153358 

256 



Table 5 
Model 10 Modal Damping 

Mode Number Frequency (Hz) Modal Damping Mode Number Frequency (Hz) Modal Damping 
1 70.67 0.114249 16 540.79 0.183841 
2 115.99 0.134114 17 575.72 0.176148 
3 171.75 0.090922 18 607.91 0.172477 
4 210.28 0.152440 19 638.40 0.188961 
5 228.95 0.120847 20 703.87 0.177167 
6 238.66 0.149971 21 709.05 0.073094 
7 300.86 0.068775 22 737.85 0.323070 
8 340.94 0.139644 23 739.72 0.151647 
9 354.08 0.147808 24 767.95 0.191787 
10 379.78 0.158813 25 777.37 0.292453 
11 419.18 0.192787 26 788.70 0.169028 
12 439.35 0.138469 27 840.42 0.252791 
13 466.73 0.182845 28 841.10 0.144064 
14 516.58 0.197399 29 918.22 0.188567 
15 522.05 0.197229 30 924.48 0.210199 

Figure 7. Calculated Mode Shape for Mode 4 Figure 8. Calculated Mode Shape for Mode 26 
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6. CONCLUSIONS 

The results of this effort demonstrated that significant damping can be added to an airfoil shaped structure through the use 
of internal damping concepts. The concept of an internal floating constrained layer damping system produced the 
maximum level of modal damping. The modal damping achieved extended over a large frequency range, provided that the 
proper damping material modulus was used. The location of the internal damping system and the damping material 
modulus are the controlling factors in the level of modal damping. 
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ABSTRACT 

One of the most difficult tasks in the structural control industry is providing linear, predictable, passive damping over a wide frequency 
range. This challenge has been worked around successfully in the past, but rarely has it been performed ideally. The subject matter of 
this paper takes a radical step toward attaining the goal of linear damping performance, while adding very low static stiffness to the 
system being damped. 

INTRODUCTION 

This paper focuses on a passive damper that has been developed for a Payload Isolation Platform (PIP), a launch vibration isolation 
system. This passive damper closely exhibits the ideal relationship between force and velocity (F = CV, where C is a damping 
constant), over a wide frequency range. This unique damper utilizes viscous fluid, a rigid piston, and housing to achieve this highly 
linear performance (refer to Figure 1). The damper is also hermetically sealed, as required for almost all space flight hardware. 

Constant Volume Damper 
Performance Parameters 

Damping Coefficient: 25 lb-sec/in. 
Operating Freq: 2 to >300 Hz 
Damping Force: >5001b 
Stroke: ±0.210 in. 
Damper: Envelope: 1.8 in. dia x 5 in. long 
Weight: 8.8 oz 

Figure 1. Constant Volume Damper. One of eight constant volume dampers shown with rod ends for implementation into the 
CSA Payload Isolation Platform. 

The content herein will cover the design constraints and highlight some of the equations utilized to predict the operation of the constant 
volume damper. Details of the build and test will also be discussed. A prototype damper was designed and built as Honeywell Internal 
Research and Development (IR&D) project. This was the first opportunity to develop a working model of the theory on which the 
design is based. A contract for ten of the PIP dampers was awarded soon after, though the delivery schedule was too aggressive to 
allow extensive investigation of the IR&D damper. Customer testing was done with the prototype damper and aspects that could be 
improved with a redesign were revealed. Any areas to be improved compared to the prototype damper would require resolution with 
the first deliverable articles, without adverse effects to other features of the prototype design. 
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DESIGN CONSIDERATIONS 

It is not possible to discuss the design details of the constant volume damper in depth, as the damper has been submitted for patent. 
Two important characteristics of fluid flow were needed to accurately predict the operation of the damper. The first is the damping 
coefficient realized when moving fluid from a chamber (bellows etc) through a hollow shaft. For an equation derivation, see below 
(also see references 2 and 3). 

Description of the volume change in a fluid cavity: 

Lc 

^T Dc 

dV: 
n-D1 

- x , D = effective diameter of bellows, x = displacement of cartridge body (1) 

The flow rate is then: 

dV      K D     dx n-D1 

= — or Q =  U, where U = fluid velocity and Q = volumetric flow rate. 
dt 4       dt 4 (2) 

Equating this flow rate to the flow through the orifice tube and solving for the differential pressure with respect to velocity yields: 
dPc      32DzLc[i 

U D: 
, : Dc = tube inner diameter, I^ = tube length, and dPc = differential pressure across tube. 

Utilizing the pressure drop and the equation for the damping constant, C=F/U, the equation for the damping constant can be 
determined: 

8/r . D4 Lcp 
C =  j , where D = effective diameter of bellows, Lc = length of orifice, (i = fluid viscosity, and Dc = orifice diameter. 
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The second damping constant to be determined is the damping realized when moving a piston through a cylinder with an annulus for 
fluid passage between the two, see also reference 2. 

The volume change due to motion of the piston is: 

T 
2a 

D-1 

2b and A 

dV= n-x- 
A2~D2 

(9) 

Where x is the piston displacement, A is the diameter of the piston, and D is the diameter of the shaft on which the piston travels. 

The flow rate is then: 

Q= 7C-U 
A2-D2 

(10) 

Where U is piston velocity. 

This must be equal to the flow through the annulus formed by the piston and the cylinder in which it travels. 

The flow rate though the annulus is developed for the case where the inside wall of the annulus (the piston) is moving opposite the 
flow (see references 1 and 2). Equating the flow rates: 

^■U.[A2-D2}- 
ndP 

%-p-L 
aA-b4 R-4 

In 
■K-U- 

a2-b2 

2 In 
(11) 

Solving for dP/U: 

A2_D2 a2_bi 

dP 
U 

2-ln 
= S-fi-L- 

4      ,4 a   -b  ■ t«1-»2: 
In 

The force required to balance the pressure drop is: 

F=--[A2-D2]-dP (13) 
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The coefficient of damping is C = F/Ü.   Letting A = 2b, and combining: 

2-^-L-[A2-D2]- 

C = 

A2-D2      2     a
2-b2 

 + a   + — 
2-In 

4      ,4 a   —b p-*r 
(14) 

In 

Where D = diameter of piston shaft, A = diameter of piston, a = outer radius of annulus, b = inner radius of annulus, and L = length of 
annulus (piston). 

Using the above design principles, the prototype rigid volume damper was designed and parts fabricated. The prototype rigid volume 
damper build went without incident. Filling the damper, however, was not completely straightforward. 

The prototype damper tested well for short strokes, but an extended duration with longer strokes created a small dead band in the 
damper. It is believed the high shear forces and the high temperatures worked in conjunction to outgas the fill fluid, hence releasing an 
air bubble from solution. 

The deliverable dampers would have to be filled with hydraulic fluid outgassed to alleviate the above anomaly, but fixes would not be 
tested due to schedule and equipment limitations. With this in mind, the fill fluid was processed to ensure it had been better outgassed 
before filling the damper. First a heater/agitator was ordered to better outgas the fill fluid. A glass flask is filled with silicone fill fluid, 
then put on a hot plate with a mechanical stirrer. This flask is evacuated using a high vacuum pump while being heated and stirred. 
Heating and stirring the fluid while applying vacuum outgasses the fill fluid. This outgassed fluid is more stable during rigorous 
damper movements, minimizing any air that may escape from solution under the elevated temperature and intense agitation of damper 
actuation. The damper, which is also under vacuum, is filled without the damper volume or the fluid being exposed to the atmosphere. 

Build and test went smoothly for the deliverable dampers. Testing exhibited characteristics of a true linear damper (refer to Figures 2 
through 5). 
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Figure 2. Transfer function for the short stroke testing of a PIP damper. The axes are Frequency vs. Damping constant. 
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Figure 3. Transfer function for the medium stroke testing of a PIP damper. The axes are Frequency vs. Damping constant. 
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Figure 4. Transfer function for the long stroke testing of a PIP damper. The axes are Frequency vs. Damping constant. 
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Figure 5. Orbit plot of Force vs. Displacement, exhibiting the circular nature of pure damping. 
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As a practical matter, the rigid volume damper offers several distinct advantages. These include its relative simplicity, its complete 
analytical predictability, and its linear performance over a broad frequency spectrum. 

This pure dashpot performance allows us to easily design a typical two parameter vibration isolation system, shown schematically in 
Figure 6. Designing a high performance three parameter system, also shown schematically in Figure 6, is straightforward with a 
frequency independent dashpot. 

Figure 6. Schematics of a 2 and 3 parameter vibration isolation system. M is mass, Kis a spring, and C is a dashpot. 

The two parameter system is a classical linear spring and dashpot isolation configuration, where the isolator softens the interface 
between the mass and its base structure. This softening reduces the dynamic loads transmitted to the mass from the base above the 
isolators natural frequency. A transmissibility plot for the two parameter system is shown in Figure 7. Note how the isolation system 
begins to reduce the dynamic loading after system resonance. 

The three parameter system, by virtue of the tuning spring k),, can dramatically improve vibration isolation performance at frequencies 
above the system resonance (refer to Figure 7). For an optimally tuned isolation system, this increased performance cost a small 
amount of damping at the isolator resonance frequency, also shown in the transmissibility plots in Figure 7. 
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Figure 7. Example of transmissability curves for a two parameter system (dashed line) and the same system optimally tuned as a 
three parameter system (solid line). 

The decision to use a two or three parameter system is normally based on whether a high degree of isolation is required, necessitating a 
three parameter system; however, if a greater degree of energy removal through damping is required, a two parameter system is used. 
The two parameter system, in its purest form, is one of the most difficult to physically realize. Two of the most popular hardware 
implementations for vibration isolation systems are viscoelastic (rubber mounts) and viscous damped (automobile strut) isolation 
systems. For both of these vibration isolation mount technologies performance tradeoffs are almost always made to compensate for 
hardware shortcomings. 

Viscoelastic isolators are difficult to design, in that stiffness and damping cannot be changed independently. Both characteristics, 
stiffness and damping, reside in the viscoelastic material. This makes it difficult to truly tune the two parameters to achieve the desired 
performance. 

The viscous fluid damped two parameter isolation systems are also difficult to physically implement. Difficulties arise from stray 
structural compliances found in series with the dashpot. Stray compliances usually come in the form of flexible fluid containment 
chambers and housing flexibility. If not properly accounted for, these structural compliances, normally welcome in three parameter 
systems, can be the cause for less than ideal damping performance. 
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The rigid volume damper virtually erases both of these design limitations for isolation systems, giving the designer a piece of hardware 
that will perform as a pure dashpot over a large, useful frequency range (0 to > 300 Hz). The rigid volume damper also makes tuning a 
high performance, three parameter isolation system a less complicated and more predictable task. The stray compliances mentioned 
earlier no longer must be dealt with after testing, to optimally tune the isolation system. A simple tuning spring (Kb) placed in series 
with the rigid volume damper, early in the design phase, is all that is necessary to fine tune the system. In short, the rigid volume 
damper dramatically simplifies the steps necessary to design and build a truly optimum vibration isolation system. 

Another practical use for the rigid volume damper is as a snubber for plumbing or equipment, subject to high vibration or impact 
loading. As a snubber, the rigid volume damper is perfectly suited to an adverse environment because it is hermetically sealed to 
prevent contamination to any of the precisely manufactured moving parts. It also has high load capacity in a small package. The 
damping constant is readily changed to accommodate most any application. 

Finally the rigid volume damper has high stroke capacity for its size. Many similar designs are limited in their available stroke. As 
built the rigid volume damper has a stroke of ± 0.210 in. To increase this stroke even greater does not greatly increase the required 
envelope or weight of the rigid volume damper. 

Follow on work is being done to incorporate the constant volume design into a hybrid, passive and active, isolator. The hydraulic 
section will be essentially the same in design with a pneumatic spring that can be controlled electronically to vary and tune isolator 
spring rates. 
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Passive damping in optical tables using 
highly distributed inertial dampers 

Jeffrey. A. Zapfe 
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ABSTRACT 

Optical tables are typically used in applications that require a very flat, rigid working surface. The grade of the optical table 
determines the amount of damping augmentation used to attenuate modal vibration. Discrete tuned mass dampers are a 
popular and effective damping method, however, their narrow effective bandwidth requires precise tuning to the table's 
resonant frequency. The present research deals with a damping method whereby a large number of small tuned dampers 
are distributed over the table's surface. In addition to the spatial distribution, the dampers are also distributed in frequency, 
providing energy dissipation over a wide frequency band. The wide effective bandwidth makes the distributed damping 
treatment extremely tolerant to variations in the table's dynamics. Test data is presented for a system of 349 dampers 
applied to a 243.8 cm x 121.9 cm x 20.3 cm optical table. The distributed damper attenuated both the first bending and the 
first torsion modes of the table, with a mass increase comparable to that realized with conventional discrete tuned dampers. 
The experimental results compared favorably to analytical predictions obtained using a full domain plate model. 

Keywords: vibration control, passive damping, tuned mass dampers, optical table 

1. INTRODUCTION 

Optical tables are designed to provide a very flat, rigid working surface and are typically used for applications 
where even small deflections of the working surface (static and dynamic) can not be tolerated. The stiffness to weight ratio 
of the table is maximized through the use of a sandwich construction. The most common table configuration utilizes 
stainless steel facesheets with a steel honeycomb core. Optical tables range in size from 91 cm x 91 cm (3' x 3') to 183 cm x 
488 cm (6' x 16') with thicknesses ranging from 20 cm (8") to 61 cm (24"). 

The optical table is usually supported by pneumatic mounts to isolate the working surface from the adverse effects 
of floor vibration. The standard pneumatic mount has a natural frequency of 1.75 Hz that provides approximately 90% 
isolation at 6 Hz and 99% at 20 Hz. At frequencies near the modal frequencies of the table, the floor input is very small, 
however the table may still experience excitation from installed equipment or even acoustic pressure. 

Due to the metallic construction of the table, the inherent material damping is very low and the finished product 
can exhibit strong resonant peaks at its modal frequencies. The two lowest frequency modes are typically the first bending 
mode and the first torsion mode. The order of the two modes is dependent on the table's aspect ratio. Below a length to 
width ratio of 2:1, the torsion mode is usually the lowest in frequency, while the bending mode is typically lower for ratios 
above 2:1. For many applications, static deflection is the sole consideration, hence the table resonances are not a cause for 
concern. However, applications that require a stable dynamic surface do require some augmentation to attenuate the lowest 
frequency table modes. Damping methods for optical tables range from standard constrained layer treatments to inertial 
viscous dampers to tuned mass inertial dampers. Tuned mass dampers (TMDs) are popular because they provide 
lightweight, effective damping that can be targeted to address specific table resonances. 

A TMD is a mass efficient damper that is very effective over a narrow bandwidth, however this local effectiveness 
also makes the TMD difficult to apply in practice. Because the modal frequencies of the undamped table fluctuate due to 
normal manufacturing variations, the TMDs must be specifically tuned for each table, requiring a time consuming step in 
the manufacturing process. The effective bandwidth of a TMD can be broadened somewhat through the introduction of 
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dissipation. The effective band can be widened still further by combining a number of absorbers, each tuned to a slightly 
different frequency, into a distributed system. 

Several authors have examined inertial dampers distributed either in space or in frequency. Nashif et al} 
examined the effect of spatially distributed dampers on beams, while Smith, Rao and Dyer2 analyzed the transverse 
vibration of flat plates with spatially distributed tuned absorbers. Igusa and Xu3 showed, on a single degree of freedom base 
structure, how multiple TMDs, each tuned to a slightly different frequency, could provide broadband energy dissipation. 

The analysis of tuned mass systems, distributed both spatially and in frequency is a more recent area of research. 
In the context of fuzzy structures, Pierce, Sparrow and Russell4 used a distribution of spring/mass systems to model a plate 
with internal attachments. The authors showed how, as the number of absorbers became large, the effective mass of the 
absorbers could be approximated by a smoothly varying, complex function of the driving frequency. 

The broadband effectiveness of highly distributed inertial dampers was demonstrated by Zapfe and Lesieutre5 on 
simply supported beams. The authors showed how the distributed system could maintain its broadband damping 
effectiveness even when the beam was subjected to an in-plane tensile force, a loading condition that significantly reduced 
the effectiveness of a conventional strain based damping treatment. 

The present research extends the work of Zapfe and Lesieutre to plates. Experimental results are presented for a 
highly distributed, broadband system of dampers applied to the surface of an optical table. The test data is compared to the 
analytical predictions of a full domain plate model. The highly distributed damping treatment is appealing because it 
surpasses the performance of a conventional discrete TMD treatment while eliminating the time consuming tuning step. 

2. DISTRIBUTED TUNED MASS ABSORBERS 

Consider a system of N discrete tuned mass dampers attached to a common rigid base. The individual damper 
natural frequencies are designed to fall within some frequency band. Motion of the base results in a dynamic reaction force 
produced by the collective TMDs.   The magnitude and phase of the reaction force are related to the base motion by the 
effective dynamic mass of the combined system. In the frequency domain, the effective mass, M/s), can be expressed by: 

AT 

M/s) = £ 
j-1 mi       n (1) 

where kt and m, are the stiffness and mass of the /'* damper. For very low frequencies, the effective mass is simply the 
collective mass of the dampers. At very high frequencies, the masses are effectively motionless and the system behaves like 
Af parallel springs. At intermediate frequencies, the effective mass has a magnitude and phase, meaning the damper has the 
ability to dissipate energy. As number of dampers becomes large and the frequency spacing becomes small, the dampers 
lose their individuality and the magnitude and phase of the effective mass can be accurately represented by smoothly 
varying functions of the driving frequency. The need for large numbers of dampers to achieve a smooth collective behavior 
can be alleviated through the introduction of dissipation into the spring material. In the present analysis, energy dissipation 
is modeled by a complex modulus formulation wherein the spring rate in Eq. (1) is replaced by the complex quantity, 

*," = K; (i + J n, )> (2) 

where r]i is the loss factor associated with the spring material. 

Substitution of Eq. (2) into Eq. (1), along with the added substitution s=jco, yields the steady state effective mass 
for a collection of tuned mass dampers with dissipative springs, 

N 2 /  i        -       \ 

M^) = £  ~T -> (3) 
i = l   (0,.   (   1   + j I],. )   - toZ 

where co,2 = k/m^ is the natural frequency of the /'* damper. The spring rate does not appear explicitly in Eq. (3) since it is 
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determined once the mass and natural frequency of the damper are specified. Without dissipation, the magnitude of the 
effective mass is infinite at each of the damper resonant frequencies. With dissipation, the magnitude and phase of the 
effective mass are smoothly varying functions of the driving frequency. 

2.1 Application of the distributed damper to a plate 

For a plate application, the discrete dampers in Eq. (3) would be distributed over some coverage area. Assuming 
the dampers are evenly distributed within the area, the collective system can be described by an effective mass per unit area, 

Ad  l = l   CO-   (   1   +7  T|. )   -  CO2 

where Ad is the damper coverage area. The implicit assumption associated with Eq. (4) is that the effective mass of an 
elemental area (dxdy) is the same at all points within the coverage area. As an effective mass per unit area, the distributed 
damper can be readily incorporated into a plate (or shell) model as if it were a homogeneous material with a uniform area 
density, the only distinction being the area density has a magnitude and phase that are both frequency dependent. It should 
be noted that, at a specific driving frequency, the sum in Eq. (4) simply reduces to a complex number. 

3. ANALYTICAL PLATE MODEL 

The optical table utilizes a sandwich construction to produce a stiff, lightweight structure. The analytical plate 
model incorporates a Mindlin6 displacement field through the thickness with full domain shape functions defined at the 
mid-plane, about which the table is assumed to be symmetric. The assumed displacement field in the plate is, 

u(x,y,z,t) = 2 Yx(x,y) ß(/), 
v(x,y,z,t) = z Wy(x,y) Q(t), (5) 

w(x,y,z,t) = WQ(x,y) Q(t), 

where W0 is the mid-plane deflection and ¥x and ¥y are the mid-plane rotations in the x andy directions respectively. 
Mid-plane extensions are not included in the model because the primary motion of interest is in the transverse direction. 
The mid-plane functions are interpolated spatially using the polynomial functions, 

{ NY }  = { 1, x, x2, ... xN, y, yx, yx2, ... yxN, ... yN, y\ yNx2, ... yNxN F, 

{ Nw } = { 1, x, x2, ... xN*\ v, yx, yx2, ... yxN*\ ... yN+\ y™x, y^x
2, ... y»Vl F. (6) 

The transverse polynomial field is one order higher than the in-plane polynomials to inhibit shear locking7. 

The interpolations functions are related to the nodal coordinates through transformation matrices. Figure 1 shows 
the nodal locations for a N=4 grid. In the figure, the common nodes are used both by {AV> and {Nw}, while the nodes 
forming a cross in the center are only used by the higher order vector, {Nw}. The mid-plane deflections at any point in the 
plate can be expressed in terms of the nodal deflections by, 

Tx(x,y) = { 7VT F [ B ] { *¥A }, 

^(x,y) = { NY V [ B ] { ¥B }, (7) 

WQ{x,y) = { Nw F [ A ] { W \ 

where { TA }, { ¥B} and {W} are the nodal rotations and transverse displacement, respectively. The [A] and [B] matrices 
are coefficient matrices used to generate Lagrangian shape functions from the polynomial field in Eq. (6). A Lagrangian 
shape function is unity at the node in question and zero at all others. The entries in the [,4] and [B] matrices are determined 
by the (x,y) coordinates of the nodes in the mesh. 
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where, 

The displacement of a general point in the plate, in terms of the nodal displacements, is given by: 

{U) = [Zl][XYl][AB]{6}, 

{ U } = { u, v, w }T, { 8 } = { {YA}T, {YB}T, {W}T }T, 

(8) 

[Z.] 
z 0 0 
0 z 0 
0   0   1 

[XY,] = 
{NY}T {0}T {0}T 

{0}T {NT}T {0}T 

{0}T      {0}T      {NW}T 
,   [AB]= 

[B] [0] [0] 
[0] [B][0] 
[0]    [0] [A] 

The elemental strain-displacement relations, applied to the displacement field in Eq. (8), yield a relationship 
between the strain field and the nodal displacements, 

e } = [ Z2 ] [ XY2 ] [ AB ] { 6 }, (9) 

where, 

i ^ /       1 ^XJ ^y> Yxz? Yyz> Yxy / > 

Z2] 

z 0 0   0   0 
0 z 0   0   0 
0 0 10   0 
0 0 0   10 
0 0 0   0   z 

[XY2r 

{NY}X
T {0}T {0}T 

{0}T {NY}y
T {0}T 

{NY}T {0}T {NW}X
T 

{0}T {NT}T {Nw}y
T 

{Ny}y
T {N¥}X

T {0}T 

and {}x and {}y represent partial differentiation with respect to x andy respectively. 

The constitutive relationship between the stresses and strains is given by, 

{ o } = [ E(z) ] { 6 }, 

where, [E(zJ] is a 5 x 5 matrix whose entries depend on the thickness coordinate (facesheet or core material). 

The mass and stiffness matrices are given by the following integrals, 

a     b h/2 

[M]=[ABf [   flXY.f [ [Zxf 9{z)[Zl]dz[XYx]dxdy[AB ], 

(10) 

-a   -b -h/2 

(11) 
a     b h/2 

[K]=[AB]T j   f [XY2f f [ Z2f [ E ] [ Z2] dz [XY2] dx dy [ AB ], 

-a   -b -h/2 

where p(z) is the material density distribution. The thickness integrations result in section stiffness and mass parameters 
analogous to the bending stiffness and area density in a Kirchoff isotropic plate model. In the present implementation, 
stiffness terms involving the transverse shear modulus are only integrated over the core. Further, a complex modulus 
formulation is used to model dissipation in the plate materials, hence the stiffness matrix is complex. The mass matrix 
includes both transverse and rotatory inertia. Because of the polynomial shape functions, the spatial integrals have closed 
form solutions. 
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In-Plane and Transvase Nodes 
i Purely Transverse Nodes 

Figure 1. Plate model with N=4 mesh. 

The stiffness and mass matrix can be partitioned into in-plane and transverse components, facilitating a 
condensation phase in the solution procedure. The partitioned mass and stiffness matrix are given by: 

[K] = 
[Ku] [K12] [K13 

[K12]' [K22] [K23 

[K13]' [K23]' [K33 

[M] 
[Mn] [0] [0] 
[0] [Ma] [0] 
[0] [0] [M33 

(12) 

The first row partition corresponds to the { ¥A} nodal rotations, the second row to the { ¥B} rotations and the third row to 
the transverse nodal deflections. The mid-plane rotations and transverse displacement are coupled only through the 
stiffness matrix. In the mass matrix, [MJ;] and [M22] arise because of rotatory inertia while [M33] corresponds to the 
transverse inertia. 

3.1 Incorporation of the C channel 

The C channel is a steel section that runs around the perimeter of the table. The C channel is welded to the top 
and bottom facesheets, thereby creating a torsion box that adds to the torsional stiffness of the table. The mass of the C 
channel is incorporated into the transverse portion of the mass matrix by the line integral, 

[AM3
C

3]= pc[A]Tf Na Nw } dl [ A } = Pc [ gc I 
(13) 

where L is the path of integration, which in this case is a rectangular box, and pc is the linear density of the C channel. The 
matrix \gc] is a geometric matrix that depends on the grid coordinates and the location of the channel. In the plate model, 
the plate's torsional stiffness is increased by an influence coefficient to account for the torsional stiffness of the C channel. 
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3.2 Incorporation of the distributed dampers 

Because of the large number of dampers in the distributed system, the collective dampers can be accurately 
incorporated into the plate model as a frequency dependent mass per unit area. Further, the dampers are assumed to be 
applied in rectangular patches, which allows their placement in areas of maximum transverse motion. Using a frequency 
dependent effective mass per unit area, pe/co), the contribution of the tifh patch to the mass matrix is, 

xh yh 

[ AM3* ]= pe/co) [ A f [   [{NlvV{Nw}dxdy[A]= p^co) [ gk ], 

xi yt 

(14) 

where xh xh, yh yh define the physical dimensions of the rectangular patch. The matrix [g*] is a geometric matrix that 
depends on the grid and the patch size, while the multiplier, pejS((o) depends on the driving frequency. If the effective mass 
is the same for all patches, the total increment to the transverse mass matrix is, 

N 
patches 

[ AM33 ]= p^co) £[**]= p^to) [ G ], 
£=1 

where, [G] is the sum of the individual patch geometric matrices. It should be noted that, in this development, the 
distributed dampers only effect the transverse portion of the mass matrix, the rotatory inertia is not affected. 

3.3 Forced response equations of motion 

The steady state equations of motion for the plate subjected to a sinusoidally varying transverse load are, 

(15) 

[K„] [K12] [K13] 
[K12]

T [K22] [K23] 
[K13]

T   [K23]
T   [K33] 

[M„]   [0] [0] 
[0]     [M22] [0] 
[0]      [0]     [M33] + [AM33

C] + Peff[G] 

{YA} 

{W} 
= 

{0} 
{0} 

{Fw} 
(16) 

where {Fw} is the vector of consistent nodal forces. For the case of a single force applied to a specific node, {Fw} contains 
zeros everywhere, except at the driving node. In the present study, the rotational nodal torques are zero, which allows the 
condensation of the equations of motion into an equivalent set involving only transverse degrees of freedom, 

where, 

[ MK(w) ] { W } = { Fw }, (17) 

[ MK((X>) 

[b2] 

IM 

[ K13 f [ b2 ) + [ K23 f [ i, ] + [ K33 ] - co2 [ M33 ] - a)2 [ AA4 ] - co2 p^w) [ G ], 

[ «! I"1 ( [ Ku ] [ b}] + [ KX3 ] ), 

( [ a2 ] - [ Kn f [ a, r' [ Kn } )"> ( [ K23 ] - [ Ku f [ a, ]"> [ K13 ] ), 
[ K22 ] -co2 [ M22 ], 

[ Kn ] -co2 [ Mu ]. 

The solution, {W), to Eq. (17) is in general complex, giving the magnitude and phase of the nodal response vector. The 
present study is concerned with the driving point compliance of the table given by the ratio of the displacement to the 
applied force at the driving node. 
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4. EXPERIMENTAL RESULTS 

A highly distributed damper was applied to the surface of an optical table measuring 243.8 cm (8 ft) long by 
121.9 cm (4 ft) wide by 20.3 cm (8 in.) thick. The bare table mass, without dampers, was 330 Kg. The distributed damper 
consisted of 349 individual dampers that used rubber studmounts as the spring material. The studmounts measured 19 mm 
(0.75 in.) high by 25.4 mm (1 in.) in diameter. Steel wafers were used to load the springs, producing a range of natural 
frequencies within the design band. The mass and natural frequency of each spring/mass damper was measured and 
recorded. 

4.1 Physical dimensions and material properties 

The physical properties used in the plate model are summarized in Table 1. The steel properties were determined 
from static and dynamic tests on sample beams. The core shear modulus was obtained using a stiffness reduction factor 
(20%) applied to the theoretical shear stiffness of the honeycomb cell configuration. The reduction factor was chosen to 
match the plate model's first bending frequency to the experimental data. The core loss factor was chosen to reproduce the 
experimentally measured compliance at the first resonant frequency. The frequency dependent variations of the studmount 
loss factor and spring rate were determined from experimental tests on sample studmounts. The same loss factor and spring 
rate variation were assumed for all of the studmounts. The C channel was located 6.4 mm inside the table's perimeter. A 
30% increase in the plate's torsional stiffness was used to account for the torsion box formed by the C channel. The 30% 
factor was determined based on the measured frequency of the first torsion mode. 

4.2 Distributed damper properties 

The distributed damping treatment consisted of 349 individual dampers whose natural frequencies fell within the 
design band of 150-300 Hz. Figure 2 shows the distribution of dampers within the design band, indicated by the number 
and total mass of the dampers within 10 Hz sub-bands. The total mass of the 349 dampers, M,ol, was 37.42 Kg. The 
damper coverage footprint, Ato„ was 1.4864 m2, giving a real mass area density, pA = 25.18 Kg/m2. The frequency 
dependent effective mass per unit area of the distributed damper is shown in Figure 3. The effective mass takes into 
account the frequency dependent spring rate and loss factor in the studmount. As the figure shows, the effective mass at 
low frequency is simply equal to the real mass density of the damper. Within the design band, the effective mass exceeds its 
static magnitude by 2.5 times and has a non-zero phase. Above the design band, the effective mass decreases to zero. This 
particular damper was designed to provide a reasonably constant effective mass magnitude over the design band. The 
effective mass distribution can be readily tailored by adjusting the allocation of dampers within the band. In fact, recent 
research at KSI has shown that a damper with a low frequency weighted mass distribution can be more effective than the 
uniform distribution. For the present test, no attempt was made to optimize the damper design. 

Transverse 
Young's Poisson Shear        Material Volume Linear Spring 

Material Type thickness Modulus Ratio Modulus     Loss Factor Density Density Rate 
(cm) (GPa) (MPa) (Kg/m3) (Kg/m) (N/m) 

Stainless Steel Facesheet 0.4656 
Honeycomb Core 19.43 
C Channel 19.43 
Studmount 

219.: 
0 

0.29 
0 620 

0.002 
0.018 

Tl,(co)a 

7504 
163.6 

3.83 
K1(co)b 

1 T]i(to) = 0.064 * ln(co) - 0.2796, co=rad/s 
b K,(CL>) = K0 * (OO/OL>0)

0
 
1355, K0 = spring rate at damper design frequency o^ 
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4.3 Test Results 

The distributed damper was applied to the surface of the optical table in five patches, one in each of the four 
corners and one in the center. The patch locations correspond to areas that experience large transverse motion in either the 
first bending or first torsion mode. An attempt was made to place the individual dampers randomly within each patch. 

The experimental driving point compliance was measured in the corner of the table, at a point 12.7 cm from each 
edge. The corner driving point was used because it excited both the first bending mode and the first torsion mode. The 
compliance was measured using a PCB 308B accelerometer, PCB 086C05 impulse force hammer and Tektronix 2630 
Fourier analyzer. 1600 lines of spectral data were collected between 0 Hz and 500 Hz. 

Figure 4 shows the corner compliance measured on the undamped optical table. The resonant peak at 209 Hz 
corresponds to the first bending mode, while the peak at 232 Hz corresponds to the first torsion mode. The compliance of 
the first peak is 0.55 um/N which exceeded the compliance limit for this size optical table (0.034 (im/N) by approximately 
16 times. At low frequency, the compliance curve asymptotes to a diagonal "mass line" which corresponds to the 
compliance curve for a perfectly rigid body. The mass line can actually be calculated using the table's mass and principal 
moments of inertia. (For a center compliance measurement, the mass line corresponds to the actual mass of the table.) The 
analytical compliance predicted by the plate model is also shown on Figure 4. The agreement between the model and the 
experimental data was very good, in part because the core shear modulus and torsional stiffness were adjusted to reproduce 
the experimental frequencies. The roughness of the experimental compliance curve was a result of the input sensitivity on 
the Fourier analyzer that was required to capture the strong resonant peaks. 

Figure 5 shows the corner compliance curve for a 243.8 cm x 121.9 cm x 20.3 cm optical table treated with a 
standard set of discrete dampers. The standard treatment consists of four 3.6 Kg dampers, located in each of the four 
corners of the table. The dampers, along with their supporting structure account for a 6.9% mass increase over the bare 
table. The additional peaks on the compliance curve were caused by the additional degrees of freedom introduced by the 
discrete dampers. For this particular table, the compliance limit was satisfied for the first two peaks (The limit is only 
mandatory for the first resonance.). The latter two peaks could be addressed with more dampers, however this would 
increase the complexity and cost of the damping operation. 

Figure 6 shows the corner compliance for the optical table treated with 33% of the dampers. The damper mass of 
12.5 Kg was equivalent to a mass increase of 3.8%. The distributed damper had two effects on the undamped response; 
first, it removed the distinction between the bending and torsional mode; and second, it significantly reduced the peak 
compliance. The peak compliance within the design band was 0.042 um/N which only slightly exceeded the compliance 
limit. The damper addressed both modes within the design band, an improvement over the discrete tuned mass system. 
The predicted compliance from the plate model was in good agreement with the experimental data. The slight discrepancy 
in the peak compliance was most likely due to the assumptions in the plate model, namely that the damper distribution was 
purely random and that the frequency dependent properties were identical for all mounts. Figure 6 also illustrates how the 
distributed damper has very little influence on modes outside the design range, for example, the mode at 450 Hz was 
relatively unaffected by the damper. The corner compliance curve for a distributed system using 67% of the dampers 
(24.9 Kg, 7.6% mass increase) was very similar to Figure 6. The additional damper mass improved the effectiveness of the 
system, producing a peak compliance of .033 um/N which fell below the allowable limit. 

Figure 7 shows the corner compliance for the test table with all 349 dampers installed. The total damper mass of 
37.4 Kg represented all.3% increase over the bare table. As the figure shows, the damper was very effective in attenuating 
both the bending and torsion modes. The peak compliance inside the design band was .03 um/N, which was 10% below the 
compliance limit. The predicted compliance curve also appears on the figure and, as with the 33% coverage case, the plate 
model predicted the damper performance very well, capturing both the shape and magnitude of the compliance curve. 
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5. DISCUSSION 

The primaiy intent of the present study was to experimentally verify the predicted performance of a highly 
distributed inertial damping treatment. The design goal of the damper was simplistic, namely to provide a relatively 
constant effective mass over a majority of the design band. No attempt was made to optimize the damper except for the 
specification of the smallest design band that would attenuate both the bending and torsion modes. KSI has recently 
determined that adequate attenuation can be achieved with effective mass distributions having less emphasis on the high 
end of the frequency band. 

From a product performance standpoint, the distributed damper is attractive because it effectively attenuates both 
the bending and torsion modes, whereas discrete tuned dampers do not generally provide enough flexibility to address both 
modes. From a manufacturing standpoint, the distributed system has the potential to eliminate the tuning process 
altogether, allowing the dampers to be installed during the fabrication process. 

It should be emphasized that the present study was intended as a demonstration of the theory of the distributed 
damper. In the study, the dampers were attached to the surface of the table because of convenience. In production, the 
dampers would be located inside the table where they would be transparent to the end user (as are the present discrete tuned 
dampers). 

6. CONCLUSIONS 

A highly distributed inertial damping treatment was successfully employed to attenuate vibration in optical tables. 
The damper consisted of a large number of small tuned mass absorbers tuned to different frequencies that were distributed 
over the surface of the table. The performance of the distributed damper surpassed that of a conventional discrete tuned 
mass system in its ability to damp all modes within the design range, with a comparable increase in the table's mass. An 
analytical plate model was presented that allowed the prediction of the damper's performance by modeling the collective 
dampers as a uniform covering with a dissipative, frequency dependent mass per unit area. 
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Passive and active constrained layer damping of ring type structures 

Jem A. Rongong and Geoffrey R. Tomlinson 

Department of Mechanical Engineering, University of Sheffield, Sheffield Si 3JD, UK. 

ABSTRACT 

The performance of constrained layer damping treatments can be enhanced by optimising the segment length or 
through active control by inducing strains in the constraining layer. This paper investigates the effect of these 
methods on the flexural and extensional modes of a ring over a wide frequency range. Finite element models are 
first verified experimentally and then used in parametric studies. It is shown that segmentation of the constraining 
layer does not increase the maximum damping obtainable for a particular configuration but alters the mode number 
at which the maximum occurs. It is also shown that the optimum viscoelastic layer stiffness for active constrained 
layer damping is higher than that for the passive case. 

Keywords: constrained layer damping, active constrained layer damping, viscoelastic materials, sandwich rings, 
finite element, vibration damping 

1    INTRODUCTION 

Surface treatments involving materials that display viscoelastic characteristics can be used to attenuate vibrations 
in many structures such as aircraft panels, car bodies and space vehicles. A constrained layer damping (CLD) 
treatment is formed by sandwiching a thin, compliant layer of viscoelastic material between a stiff constraining 
layer and the vibrating structure. Relative motion between the constraining layer and the structure deforms the 
viscoelastic material thereby dissipating energy. 

The performance of CLD when used to suppress flexural vibrations in beams and plates has been extensively studied 
over the last forty years. Early work1,2 identified shear deformation in the viscoelastic layer as being the principal 
mechanism for energy dissipation. The loss factor of a structure treated with CLD was shown to depend not only 
on the loss factor of the viscoelastic material but also on the thickness and elastic moduli of the viscoelastic and 
constraining layers. Subsequent work has found that when the viscoelastic layer is soft and thick, significant levels 
of damping can be obtained through transverse extensional deformations in the viscoelastic layer.3,4 

Studies considering partially covered beams have shown that the total coverage does not always result in the highest 
loss factors.5 Efforts have been made to identify the optimum length of a CLD treatment applied to a beam. The 
first analyses assumed a uniform strain distribution in the base structure to derive an expression for the optimum 
length.6 It has recently been shown that if the strain in the base structure is non-uniform, this optimum length is 
significantly increased.7 

In the last decade active constrained layer damping (ACLD) methods have received considerable attention.8-13 An 
ACLD approach enhances the shear deformation in the viscoelastic layer by inducing appropriate strains in the 
constraining layer. This is usually achieved either by using a piezoelectric material to form the constraining layer or 
by bonding a piezoelectric actuator to an existing passive constraining layer.10 The strain in the piezoelectric actuator 
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and hence the deformation of the constraining layer can then be controlled by varying the electric potential across 
the piezoelectric material. Polyvinylidine fluoride (PVDF) film8,9 and lead zirconate titanate (PZT) patches11,12 

have been used successfully as actuators to control vibrations in beams and plates. Significant improvements in 
performance over passive CLD have been demonstrated. 

The passive damping supplied by the viscoelastic layer gives significant advantages over a purely active control 
approach, in which the actuators are bonded directly to the structure. In particular the effect of spillover,14 where 
uncontrolled modes become unstable, is significantly reduced using ACLD. Theoretical and experimental comparisons 
have also been made between ACLD and active control of a structure with passive CLD.11,13 These studies have 
shown that the stiffness of the viscoelastic layer is critical to the transfer of control effort from the actuator to the 
base structure. 

Ring type structures are often found as components in rotating machinery. Vibrations developed can excite flexural 
modes of high nodal diameter. Recent studies15 have shown that for a particular CLD treatment a graph of loss factor 
against damping shows two maxima as in figure 1.  The first peak occurs when shear damping of the viscoelastic 

CO 
o 

shear deformations dominant 

radial deformations dominant 

Nodal Diameter 

Figure 1: Typical plot of loss factor against nodal diameter for a ring with CLD 

layer is optimised and the second when radial deformations become significant. The height of the peaks are affected 
mainly by the loss factor of the viscoelastic material and the flexural stiffness of the constraining layer. The modes 
at which these peaks occur depend mainly on the stiffness (in shear or extensional deformation) of the viscoelastic 
layer. 

This paper examines the effect of methods used to enhance the performance of CLD, namely segmentation and 
ACLD, on the flexural (and extensional) modes of a ring. Frequency domain experimental and theoretical results 
are used to investigate the damping achieved over a large number of vibration modes. Numerical studies using finite 
element (FE) analysis are carried out to identify generic behaviour. The validity of the FE analysis methods used 
are then verified experimentally. 

2    MODELLING VISCOELASTIC BEHAVIOUR 

The mechanical properties of viscoelastic materials vary with both frequency and temperature. This behaviour can be 
modelled accurately in the frequency domain using the complex modulus obtained from the material master curve. 
Figure 2 shows the master curve or international plot for the shear modulus of 3M ISD112 - a popular damping 
material. The complex shear modulus G* (w) is defined as, 

G» = G'(l + jtj)       j = vCI (1) 
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Figure 2: Shear modulus master curve for ISD 112 

where G' and rj are the storage modulus and loss factor respectively. These values can be used directly to carry out 
harmonic forced response calculations for viscoelastic structures. 

Modal strain energy (MSE) analysis is an approximate method for obtaining loss factor and natural frequency data 
from a FE model.16 It is based on an elastic analysis involving free eigenmodes and is therefore computationally 
inexpensive. Assuming low levels of damping in the base structure and constraining layer the loss factor of a ring 
with a CLD treatment can be estimated using, 

Vtotal — 
T)rUr + r]cUc + rjvUv 

Utotal 
■Vv 

uv 
ut total 

(2) 

where r\ is the loss factor, U is the modal strain energy and the subscripts r, c and v refer to the ring, constraining 
layer and viscoelastic layer respectively. It can be shown that the MSE method assumes proportional damping17 

and that it is the first order approximation to a full asymptotic solution.18 It also does not allow for the frequency 
dependence of the viscoelastic material: to get correct values the eigenvalue calculation must be carried out for each 
mode using the material properties at that particular frequency. MSE analysis has been used successfully to predict 
the damping in the first thirty modes of steel-polyurethane-steel sandwich rings.15 

3     SEGMENTED CLD 

MSE analysis was used to estimate the loss factors of rings covered with CLD made up of 2, 4, 8 and 16 segments. 
The basic dimensions are presented in table 1. Two dimensional, eight noded biquadratic finite elements were used 

Part radius 
(mm) 

thickness 
(mm) 

width 
(mm) 

density 
(kg/m3) 

Young's modulus 
(GPa) 

Poisson's ratio 

Ring 182.5 2.5 25 7860 205 0.3 
Viscoelastic layer 0.127 25 1000 variable 0.499 
Constraining layer 0.254 25 2700 70 0.33 

Table 1: Dimensions and material properties 

to model the CLD treated rings. Convergence studies found that the first thirty vibration modes could be calculated 
accurately using 240 elements around the circumference of the composite ring.  The viscoelastic and constraining 
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layer were each one element Through the thickness, single elements were sufficient to model the viscoelastic and 
constraining layers and two were required for the ring. 
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Figure 3: Loss factors of ring with segmented constraining layer E„ = 15 MPa (*** unsegmented, ooo segmented) 

Figures 3, 4 and 5 show the modal loss factor against frequency of these rings for different values of viscoelastic layer 
Young's modulus (E„). Results for segmented CLDs are marked with an 'o' and are compared with the unsegmented 
case marked with an asterisk. 

The values of Young's modulus for the viscoelastic layer were chosen to illustrate the effect of segmentation on the 
double humped damping curve of figure 1. Figure 3 shows the first (shear) peak, figure 4 shows the start of the 
second (radial deformation) peak and figure 5 focuses on the area to the left of the first peak where the stiffness of 
the viscoelastic layer is higher than the optimum value. Note that the modes with very low loss factors near 4, 6, 10 
and 15 kHz are extension modes. 

In general, for flexural modes coinciding with the shear peak as in figure 3, segmentation offers no advantages as the 
configuration is optimised: in fact shorter segments lead to a lower peak. Figure 4 shows that in the trough between 
the peaks and on the second peak the segment length has very little effect. For modes to the left of the shear peak, 
where the loss factors achieved are suboptimal because the viscoelastic layer is either too thin or the shear modulus 
is too high, reducing the segment length improves the damping. This effect is most noticeable in figure 5. It is 
interesting to note that this improvement in damping achieved with segmentation never exceeds the height of the 
shear peak. This indicates that optimum performance can be achieved without segmenting the constraining layer, 
but by selecting the suitable values for the thickness and modulus of the viscoelastic layer. However in practice it is 
not always possible to do this - a designer is limited to real materials - and when this occurs segmentation can be 
used to shift the optimum peak to the required modes. 

For extension modes, figures 3 and 5 show that increasing the number of segments, or alternatively reducing the 
segment length significantly improves the loss factor achieved. 

From these graphs it can be seen that a pair of modes close in frequency but with significantly different damping 
levels often occur when a segmented CLD is used: for example, in figure 3 the ring with the 16 segment CLD has 
two modes near 1 kHz that have loss factors of 0.015 and 0.035 respectively. 
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These are in fact modes with the same nodal diameter (8) but the positioning of the nodes with respect to the 
segments differs. The higher loss factor corresponds to the mode in which the nodes are aligned with the gaps 
between the CLD segments. Figure 6 shows the difference between these modes: mode 16 gives a significantly lower 
level of damping than mode 17. This behaviour only occurs when the nodal diameter of the vibration mode is a 
multiple of half the number of segments. 

Mode   16    (1076   Hz) Mode  17    (1101  Hz) 

Figure 6: 8 nodal diameter mode shapes for ring with 16 segment CLD 

4    VERIFICATION OF MSE METHOD FOR THE SEGMENTED CLD TREATMENT 

To validate the numerical methods used in the previous section a comparison was made between the natural fre- 
quencies and loss factors obtained using MSE analysis to those obtained from direct forced response calculations and 
experimental results. 

Four 250 mm length strips of aluminium backed ISD 112 damping tape were applied evenly to a steel ring. Dimensions 
and material properties are given in table 1 and figure 2. The ring was then suspended on soft elastic (free-free) 
supports and excited with an electrodynamic shaker using a 0-2 kHz band limited random noise source. The 
experimental layout is shown in figure 7. The response was measured using a minature accelerometer and frequency 
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Figure 7: Schematic diagram of experimental set-up 
Figure 8: Modal loss factors with a 4 segment constrain- 
ing layer: driving point opposite a gap between segments 

response data was obtained using a PC based Fourier transform analyser. Estimates of natural frequency and modal 
loss factor for the first eight modes were made by fitting a single degree of freedom curve to the mobility plot. This 
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method gave good results as the resonances were well separated. Interactions with torsion modes and the support 
structure made measurements unreliable for higher modes (above 1.5 kHz). Three successive tests were made with 
the stinger rod of the shaker attached at different points on the ring. This was to investigate the pairs of modes 
of the same nodal diameter but different loss factors discussed in the previous section. With reference to figure 6 
an excitation point opposite a gap between the segments was selected to drive modes with the lower loss factor. 
The second driving point was placed opposite a point half way along a segment (to excite the modes with higher 
damping) and a final point was fixed exactly between the first two points. 

Theoretical predictions were made using both a direct forced response calculation (modal values obtained by curve 
fitting) and also using MSE analysis. Values for frequency dependent shear modulus of ISD 112 at 19° C were 
obtained from the international plot (figure 2). With the MSE method, the frequency dependent behaviour was 
included by following an iterative process calculating each eigenvalue in turn using the correct value for the elastic 
modulus of the viscoelastic material. 

Comparisons of the results from the three different methods are presented in figures 8, 9 and 10. These figures show 
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Figure 9: Modal loss factors with a 4 segment constrain- 
ing layer: driving point opposite the centre of a segment 

Figure 10:   Modal loss factors with a 4 segment con- 
straining layer: half way between previous points 

good agreement between the experimental and theoretical forced response results. Figure 8 shows that when the 
excitation is at a gap between segments the behaviour follows the modes with lower damping obtained using MSE 
analysis. In figure 9 it can be seen that when the driving point is at the midpoint of a segment, the modes (apart 
from 4 nodal diameters at 250 Hz) excited correspond to the ones with higher damping. Finally figure 10 shows that 
for a driving point in a different position the loss factors obtained are between the limits indicated from an MSE 
analysis. In general it can be concluded that the results obtained using MSE analysis are valid and that for modes 
where the nodal diameter is a multiple of half the number of segments, the damping depends on the positioning of 
the exciting force. 

5    ACTIVE CONSTRAINED LAYER DAMPING (ACLD) FOR A RING 

The linear relationship linking stress, strain and electric field for piezoelectric materials can be written in tensor form 

e = sEa + dE (3) 

where e is the strain, sE the compliance at constant electric field, a the strain, d piezoelectric strain constants and 
E the applied electric field. For ACLD applications it is common to use a thin plate-like piezoelectric actuator poled 
in the thickness direction. Under these conditions the relationship can be simplified considerably. A voltage applied 
across the thickness of such an actuator bonded to a structure induces strains in the structure proportional to the 
fisi strain constant. 
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Various different control strategies have been employed in studies on ACLD. The work presented here is an initial 
study on the effect of activating the constraining layer on a wide range of modes of a ring. A voltage proportional 
to the radial velocity on the ring is used to control the strain deformation of a small piezoceramic (PZT) patch 
bonded to the constraining layer as shown in figure 11. A similar system has been used with considerable success 
to control first two modes of a cantilever beam.10   Figure 12 shows a schematic diagram of the velocity feedback 
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Figure 11: Velocity feedback control system Figure 12: Schematic diagram of velocity feedback strategy 

strategy employed. The object is to minimise the output velocity x0 with respect to the force F. As the set input 
ii is zero, the model can be expressed mathematically as, 

XQ 

~F 

G 
1 + HP (4) 

Note that this model assumes linear behaviour and ignores the effect of voltages generated by the actuator when it 
is deformed. Equation 4 indicates that it is possible to calculate the controlled response by measuring the mobility 
G{= Sp-) and the response to piezoelectric excitation P(= ££•) separately. 

To verify this model G and P were calculated numerically for the ring used in the previous section with a 5 mm PZT 
actuator bonded to the centre of one of the constraining layer segments. Measurements of these functions were made 
experimentally using a band limited 0-5 kHz random noise signal. As before, the velocity was obtained by using an 
accelerometer and integrating the signal, and the force F was measured using a force transducer. The piezoelectric 
drive voltage was amplified to approximately 100 V peak-to-peak. Dimensions and material properties of the PZT 
actuator are shown in table 2. The magnitude and phase of these responses predicted numerically are compared with 

length 
(mm) 

thickness 
(mm) 

density 
(kg/m3) 

d3i 
(10-12 C/N) 

Young's modulus 
(GPa) 

Poisson's ratio 

5 0.4 7700 -180 62.5 0.3 

Table 2: Dimensions and material properties for Sonox P5 PZT actuator 

the experimental values in figures 13 and 14. The figures show good agreement verifying the models used. 

The methods developed were used to study the effect of viscoelastic layer stiffness on the performance of ACLD. Over 
the frequency range considered (10-5000 Hz) the elastic modului of a viscoelastic material can vary significantly: for 
example, the modulus of ISD112 increases by a factor of almost twenty. This can result in significantly different 
strain transfer behaviour between low and high modes. To investigate this effect the performance obtained using 
three different values of Young's modulus for the viscoelastic layer were compared. 
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frequency (Hz) 

Figure 13: Mobility (G): full line for experimental and 
dashed line for simulated data 

frequency (Hz) 

Figure 14: Response to PZT excitation (P): full line for 
experimental and dashed line for numerical data 

frequency (Hz) 

Figure 15: Simulated ACLD on a ring with different values of Young's modulus (dashed line for passive case) 
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Figure 15 shows the simulated results of ACLD applied to a ring with a full constraining layer. It can be seen 
that although the passive damping is optimised using a Young's modulus of 15 MPa, the 150 MPa case gives better 
performance when the constraining layer is activated. This result indicates that an ACLD treatment using a real 
viscoelastic material would show improved control performance in the high frequency modes. 

6    CONCLUSIONS 

In this paper the effect of segmenting the constraining layer on the overall value of damping for a CLD treated ring 
was studied. For flexural modes it was found that segmenting improved the damping only if the viscoelastic layer is 
stiffer than the optimum case. For extension modes however segmentation always improves the damping. 

Active constrained layer damping was also considered. It has been shown that it is possible to enhance the damping 
of a large number of modes using a simple velocity feedback approach. It has also been shown that the optimal 
stiffness of the viscoelastic layer is higher for ACLD than for the passive case. 
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ABSTRACT 

The fundamentals of controlling the structural vibration of cylindrical shells 
treated with Active Constrained Layer Damping (ACLD) treatments are presented. The 
effectiveness of the ACLD treatments in enhancing the damping characteristics of thin 
cylindrical shells is demonstrated theoretically and experimentally. 

A Finite Element Model (FEM) is developed to describe the dynamic interaction 
between the shells and the ACLD treatments. The FEM is used to predict the natural 
frequencies and the modal loss factors of shells which are partially treated with patches 
of the ACLD treatments. The predictions of the FEM are validated experimentally using 
stainless steel cylinders which are 20.32 cm in diameter, 30.4 cm in length and 0.05 cm 
in thickness. The cylinders are treated with ACLD patches of different configurations in 
order to target single or multi-modes of lobar vibrations. The ACLD patches used are 
made of DYAD 606 visco-elastic layer which is sandwiched between two layers of 
PVDF piezo-electric films. Vibration attenuations of 85% are obtained with maximum 
control voltage of 40 volts. Such attenuations are attributed to the effectiveness of the 
ACLD treatment in increasing the modal damping ratios by about a factor of four over 
those of conventional Passive Constrained Layer Damping (PCLD) treatments. 

The obtained results suggest the potential of the ACLD treatments in 
controlling the vibration of cylindrical shells which constitute the major building block 
of many critical structures such as cabins of aircrafts, hulls of submarines and bodies of 
rockets and missiles. 

1. INTRODUCTION 

Considerable attention has been devoted to control the vibration of cylindrical 
shells using either passive or active control means. For example, Markus [1-2] used 
unconstrained passive damping layer treatments to suppress the axi-symmetric vibrations 
of thin cylindrical shells.   However, for higher damping characteristics; the Passive 
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Constrained Layer Damping (PCLD) treatments have been successfully employed to 
various types of cylindrical shells [3-9]. Recently, several attempts have been made to 
actively control the vibration of shells using discrete piezo-electric actuators [10-15] 
bonded to the shell surfaces or distributed piezo-electric actuators embedded in the 
composite fabric of the shell [16]. 

In all the above studies, the emphasis is placed on using separately the passive or 
the active vibration control actions. In the present study, the passive and active control 
strategies are combined to operate in unison to achieve an optimal balance between the 
simplicity of the passive damping and the efficiency of the active control. A preferred 
configuration is the Active Constrained Layer Damping (ACLD) treatment which has 
been successfully used as an effective means for damping the vibration of beams and 
plates [17-25]. The ACLD treatment has also been used to control the axi-symmetric 
modes of vibration of cylindrical shells using a boundary control strategy [26]. 

In this paper, the focus is placed on extending the use of the ACLD treatments to 
control both the circumferential and longitudinal modes of vibration of thin cylindrical 
shells. Particular emphasis is placed on developing a finite element model to describe the 
vibrations of shells which are partially-treated with ACLD treatments. Experimental 
validation of the FEM model using various configurations of the ACLD patches is also 
one of the main purposes of this study. 

This paper is organized in five sections. In Section 1 a brief introduction is 
given. In Section 2, the concept of the active constrained layer damping is presented . 
The finite element model of the shell/ACLD system is developed in Section 3. In 
Section 4 the performance of the shell/ACLD is presented for simple proportional and 
derivative controllers in comparison to that of conventional constrained layer damping. 
Section 5 gives a brief summary of the conclusions. 

2. CONCEPT OF THE ACTIVE CONSTRAINED LAYER DAMPING 

The ACLD treatment consists of a conventional passive constrained layer 
damping which is augmented with efficient active control means to control the strain of 
the constraining layer, in response to the shell vibrations as shown in Figure (1). The 
shear deformation of the visco-elastic damping layer is controlled by an active piezo- 
electric constraining layer which is energized by a control voltage Vc. In this manner, the 
ACLD when bonded to the shell acts as a smart constraining layer damping treatment 
with built-in actuation capabilities. With appropriate strain control, through proper 
manipulation of Vc, one or more of the structural modes of vibration can be targeted and 
damped out. 

Also, the ACLD provides a practical means for controlling the vibration of 
massive structures with the currently available piezo-electric actuators without the need 
for excessively large actuation voltages. This is due to the fact that the ACLD properly 
utilizes the piezo-electric actuator to control the shear in the soft visco-elastic core which 
is a task compatible with the low control authority capabilities of the currently available 
piezo-electric materials. 
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Viscoelastic 

Piezo 
Actuator 

Controller 

Piezo 
Sensor 

Figure (1) - The shell/ACLD system 

3. FINITE ELEMENT MODELING 

3.1. Displacement Fields 

Figure (2) shows the cross section of a thin cylindrical shell treated partially with 
active constrained layer damping treatment. Also, Figure (3) shows the main geometric 
parameters of the shell/ACLD system in its undeflected and deflected states. 

-»-  Y 

PIEZO-CONSTRAINING 
LAYER 

^a:r:v;3Ziiria^r,i;.K.3".,.(it;u:"i.:; 

(c) 

Figure (2) - Schematic drawing of the shell/ACLD system 
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Figure (3) - Main geometric parameters of shell/ACLD system 

The following displacement fields for the in-plane motions of the different layers 
of the system are used: 

a. For cylinder 

u = u0+zQx, v = v0 + zQv (1-a) 

b. For visco-elastic core 

uc = u0 + (z-h2^rx+hßx, vc = v0 + (2_ fc^  +h2Qv (1-b) 

c. For piezoelectric layer 

up = u0 +(z + hcßx-hcWx, vp = v0 + (z + AJ9  - Aw c/"y       "eTjr (1-c) 

in which u, v are the in-plane displacements of any point in the cylinder along x and y 

axes, respectively; n% vc and up, vp are the corresponding displacements in the visco- 
elastic core and piezoelectric patch, respectively; «0, 9X and v0, Qy are the translational 

and rotational variables for the mid-plane deformation of the shell along x and y 
directions, respectively, yx and \\i y are the corresponding rotational variables for the 

mid-plane of the viscoelastic core. hc is the thickness of the visco-elastic core. The radial 
displacement, w is assumed to be constant through the thickness. 
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The generalized displacement variables are divided into two parts as 

{d} = [u0  vQ  w ex e,f ;{dc} = [Wx Vyf (2) 

3.2. Strain-displacement Relations 

Applying Donnell's theory for strain-displacement relations and using equations (1- 
a) - (1-c) the strain vectors at any point of the respective layers can be expressed as 

{G
1
} = [Z]{G}; {G

2} = {qc} + [ZC]{^C}; {^} = [Z/'](G} + [Z2']{le} (3) 

where the generalized strain vectors {e}, {qc} and {e,c} are given by 

O0 = 
du^    fy    w     56^    c%     dw <&_?*.+* 
dx '    dy     R'    dx '    dy '    dx     x'    dy     R     y' 

öv      dx '    dy      dx '    R 

OH = dx      2 ex '    dy 

dv„     w    ,   59       dw 

dy     R     R  >' 
d»0 , dv0 

+ ^ 

'ae.   56^ nr 

V. dy     dx 

and on Wx   dv. 
dx        dy 

dyx    dy 
vi/ ,   vi/ ,   —- + —- 

the transformation matrices [Z], [Zc], [Zf] and [Z^] are given in Appendix A and the 
superscripts 1,2 and 3 represent the cylinder, visco-elastic core and the piezoelectric 
layer, respectively. 

3.3. Constitutive Equations 

The constitutive equation for the material of the piezoelectric constraining layer is 

{O
3
} = [C

3
][{G

3
}-{8P}] (4) 
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where {a} and {<=} represent the vectors of stress and strain, respectively [C], the elastic 
constant matrix and the piezoelectrically induced-strain vector {ep} for a biaxially 
polarized actuator layer is given by 

K) = V{sp} (5) 

with 

<e,> = -r-fei  ds2  o o oj 
K 

<i31, d32 the piezoelectric strain constants, hp the thickness of the actuator and V the 
applied voltage. 

Also, the constitutive equations for the materials of the shell and the visco-elastic 
core are given by 

{GI} = [CI]{Gi},(Z = l,   2) (6) 

3.4. System Energies 

The potential energy Tp of the overall system is given by 

-i      3     ^L    b a b a 

T
P 

=
 2^\ \\{^Y{vL}dxdydz-\\^y^hrdxdy (7) 

i=l *£+1 0 0 0 0 

and the kinetic energy Tk is given by 

1     •?     hi   b a 

?; = ~X 1 JJp^A^^A^flfc^fe (8) 
I=1  '»£+1   °   0 

where b is the circumferencial  length, a, the axial length, p , the mass density, {A}, 

the vector of absolute displacements and {fs} is the vector of surface traction. 

The continuum is discretized by an eight-noded two-dimensional isoparametric 
element. The generalized displacement vectors for the z'-th (/ = i,2,...,8) node of the 
element is then given by 

{<*,-} = K   v0.   w, exi ej ;R.} = [v|/ri  vi/^f (9) 
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and the generalized displacement vector at any point within the element is given by 

{d} = [N]{de} ;{de} = [Nei{<re} (io) 

wherein 

{<n=[wr {^v ■ ■ ■ KIT, m=[{djT K2}
J
 . . . K8}

rr, 

[N] = [N,    N2   .   .   .   N,],   [Ne]=[Nel   Nc2   .   .   .   Nc8], 

[#,] = »,/and [tfJ = Vc 

with / and Ic being the identity matrices of appropriate dimension and nj are the shape 
functions of natural coordinates. 

The generalized strain vectors at any point within the element can be expressed as 

m=[E\{d'}, or}=[i?n{<n, {n:}=[B°2]{de
c} OD 

in which the nodal strain-displacement matrices are given by 

[B] = [£,    B2    .   .   .   Bs],   [B'] = [B^    Bc
l2   .   .   .   BC

K], 

and   [B°2] = [B<,   Bl\   .   .   .   B^\ 

The various submatrices [2?.], [B^] and [B2j] are given in Appendix A. 

Using equations (2)-(6), (9)-(l 1) in (7) and (8) the strain energy of eth element can 
be expressed as: 

T
P = \ l[{de}T[Bf[D][B]{d°} + {d°}T[BcJ [Db][B*]{de} + {de}T[BnT[Dbc][B°]{d:} 

+ {de
cYWj[Dcb\[BW} + {de

c}
T[B<J [DJ[B<]{d:} + {d°}T[B]T [Dp[B]{d'} 

+ {<}r[^f[i)^][5]{rf^ + wir[5]r[^j[5n{<}+K}r[^f[Ag[52n{<} 

1 h 

--WdnT[B]T[znT[ci]{sp}+{d:y[BnT[znT[c]]{zp})h 
1 K 

299 



■{d'}T[Nnr)}tefy (i2) 

and the kinetic energy of the element can be obtained as 

Te
k = ^\{de}T[Nf[m][N]{de}dxdy (13) 

in which the various rigidity matrices [ZX] and the matrix [m] are given in Appendix B. 

3.5. Equations of Motion 

Applying Hamilton's variational principle the following equations of motion for the 
element are obtained. 

[Me]{de} + [Ke
b]{de} + [Kl}{d:} = [KlpWp} + {F'} (14) 

[Kibw)+[K:c]{d:}=[K'9wP} (i5) 

The various matrices stiffness and mass matrices and the load vector in eqns. (14) 
and (15) are given in Appendix B. Eliminating the rotational degrees of freedom {de

c} 
for the viscoelastic core from the above equations one obtains the single equation of 
motion for an element of the ACLD system as 

[M']{d'} + [K']{d'} = {F'} + {F;}V (16) 
where 

[K*]=[Ki]-[Ki][K:cr[K:b], [F;J= ([^-[^jm^;])^} 

Note that the above modeling corresponds to the element with ACLD treatment. 
However, the equation of motion for an element without ACLD treatment can be easily 
obtained by suitably modifying the equation (14) only. The global equation of motion of 
the whole system can be obtained in the usual manner as 

[M]{X} + [K]{X} = {F} + {FJV (17) 

where [M], [K] are the global mass and stiffness matrices, respectively, {X}, the global 
nodal generalized displacement coordinates, {F}, the global nodal force vector and 
{FJ, the global nodal actuating force vector due to applied voltage. 
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3.6. Control Law 

In the active control strategy, the voltage proportional to the normal displacement at 
a point of the cylinder where the actuator is placed is negatively fed back to the actuator. 
Care should be taken to choose the sensing point such that it is not a nodal point. Thus 
the applied voltage is given by 

V = -Kgw (18) 

where Ka   is the controller gain . This voltage can be expressed in terms of the nodal 
degrees of freedom of the element containing the sensing point in concern as 

V = -Kg[0   0   1   0   0][N]{d'} (19) 

which finally, can be expressed in terms of the global nodal degrees of freedom as 

V = -Kg[F]{X) (20) 

wherein [F] is a global row matrix. 

Substitution of (20) into (17) yields the final equation of motion as 

[M\{X) + [K']{X)={F) (21) 

where the augmented stiffness matrix [K*] is given by 

[K'] = [K] + Kg{F)[F] 

Equation (21) can be formulated as the standard eigenvalue problem. The eigen 
solution gives the active/passive modal damping ratio of the system as the ratio between 
the imaginary and real parts of any eigen value. It can also be formulated to compute the 
Frequency Response Function (FRF) when the shell/ACLD system is subjected to 
sinusoidal excitations using the mechanical impedance approach of Douglas and Yang 
[27]. 
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4. EXPERIMENTAL PERFORMANCE OF THE SHELL/ACLD SYSTEM 

4.1. Overview 

The effectiveness of Active Constrained Layer Damping (ACLD) treatments in 
controlling the vibration of flexible cylindrical shells is demonstrated experimentally. 
The experimental results are used also to validate the FEM presented in Section 3. 
Experimental cylindrical shells are built and treated partially with patches of the ACLD 
treatment. The performance of these shells is monitored under various types of external 
excitations (tonal and random vibrations) to evaluate the effectiveness of the ACLD in 
attenuating the resulting vibrations when using Proportional and Derivative (PD) 
controllers. Comparisons are made with the performance of conventional Passive 
Constrained Layer Damping (PCLD). Particular emphasis is placed on controlling 
several radial (lobar) modes simultaneously because these modes are important 

4.2 Experimental Materials, Facilities and Methods 

4.2.1 Materials 

Two prototypes of the cylindrical shells are made of thin stainless steel sheets. 
Each cylinder has outer diameter of 20.32 cm, wall thickness of 0.05 cm and length of 
30.48 cm. Cylinder A is treated with two ACLD patches which are 15 cm long 8 cm 
wide. The patches are bonded to the inner wall of the cylinder and placed at the mid- 
span such that the lines between the centers of the patch and cylinder center are 
perpendicular to each other. Cylinder B is treated with two ACLD patches which are 11 
cm in length and 7 cm in width. The patches are also bonded to the inner wall of the 
cylinder at its mid span. The centers of the two patch are placed on diametrically 
opposite to each other. All the ACLD patches are made of SOUNDCOAT (Dyad 606) 
visco-elastic layer sandwiched between two layers of AMP/polyvinylidene fluoride 
(PVDF) piezo-electric films. Figure (4) shows a schematic drawings of the experimental 
shells indicating the relative location of the ACLD patches. 

(a) (b) 

Figure (4) - Location of ACLD patches in the test cylinders 
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Tables (1), (2) and (3) list the main physical and geometrical parameters of the 
base cylindrical shell, the visco-elastic material and the piezo-electric films. 

Table (1) - Physical and geometric properties of test cylinder 
Length O.D. Thickness Density Young's Mod. 

30.48 cm 20.32 cm 0.05 cm 7700 kg/m3 195 GPa 

Table (2) - Physical and geometric properties of the ACLD treatment 

Layer Thickness 
(mm) 

Density 
(kg/m3) 

Modulus 
(MPa) 

Visco-elastic 0.5 1140 20 

Piezo-electric 0.028 1800 2250* 

*Youn g's Modulus ** Shear Modulus 

Table (3) - The main physical and geometric properties of the piezo-sensor and 
piezo-actuator layers 

d3i 
(m/V) 

d32 
(m/V) 

k3i k32 831 
(Vm/N) 

g32 
(Vm/N) 

k3t 

23xl0"12 3xl0"12 0.12 0.01 216xl0"3 19xl0"3 12 

4.2.2 Experimental Set-up 

Figure (5) shows the experimental set-up used in testing the effectiveness of the 
Active Constrained Layer Damping in attenuating the vibration of the test cylinder as 
compared to conventional passive constrained layer damping. The cylindrical 
shell/ACLD system is suspended in air by light elastic bands and excited radially by an 
electro-mechanical speaker driven by sinusoidal or white noise sources through a power 
amplifier (Model 6020, JBL Corp.). The amplitude of vibration of the cylinder is 
monitored by an accelerometer (Model 303A03, PCB Piezotronics, Inc., NY), a non- 
contacting laser sensor (Model MQ, Aromat Corp., Providence, NJ) and the distributed 
piezo-sensors of the ACLD patches. 

Speaker - 

Amplifier 
(6020) 

Cylindrical Shell 

ACLD Patch 

Analyzer 

(CF-910) 

Accelerometer 

Function 
Generator 

Amplifier 
(50/750) 

Computer 

Aluminum Base 
Figure (5) - A schematic drawing of the experimental set-up 
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4.2.3 Experimental Procedures 

As the system is excited by the speaker by tonal or white noise signals, the output 
signal of the accelerometer is sent directly to a spectrum analyzer (Model CF-910, ONO 
SOKKI Co., MI) in order to determine the vibration characteristics both in the time and 
frequency domains. The signal from the piezo-sensor(s) is amplified using a charge 
amplifier (Model AM-5 from Wilcoxon Research, Rockville, MD). The amplified signal 
is manipulated, using analog or digital circuit to generate a proportional control law or a 
proportional and derivative control law. The resulting control action is then sent to the 
piezo-electric active constraining layer via analog power amplifiers (Model PA7C from 
Wilcoxon Research and Model 50/750 from TREK Co.). 

4.3 Experimental Results 

4.3.1 Modes of Vibration 

Modal testing of the plain cylindrical shell gives three distict frequencies in the 
range 0-200 Hz. These modes are 27.5 Hz (Mode (0,2)), 32.5 Hz (mode (1,2)), 77. Hz 
(Mode (0,3)) and 84.5 Hz (Mode (1,3)) which represent the lowest three lobar modes of 
the cylinder. The corresponding numerical predictions are: 27.46, 32.48, 77.70 and 85.43 
Hz. 

4.3.2 Vibration Control of the First Radial Mode (Mode (0,2)) 

Cylinder A is treated with two patches of ACLD treatment in order to sense and 
control the vibration of the first radial mode. A switch is used to deliver the control 
voltage into either one or both of the patches. Figure (6) shows the results of single tone 
excitation through the speaker. The steady state control voltage is 40 volts. Lower 
vibration amplitude are observed by activating both patches. Comparisons are also 
shown in the figure between the amplitudes of vibration when the patches are unactivated 
(i.e., the patches act as a conventional Passive Constrained Layer Damping - PCLD). 

70 
9 60 
£    50 
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« 30 

%    20 
<i io 

0 

3 

20 25 

Single Tone Excitation 
 PCLD 
  ACLD (1 patch) 
 ACLD (2 patches) 

30 35 40 

Frequency (Hz) 

Figure (6) - Effect of control strategy on amplitude of vibration of shell A 
when excited at its first radial mode 
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Figure (7) shows the effect of varying the gain KP of a proportional controller on 
amplitude of vibration when both ACLD patches are activated. It is very clear that 
vibration attenuations of 26%, 57% and 83% are achieved as the control voltages 
(steady-state) are set to 20, 40 and 60 volts, respectively. 

60 
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Single Tone Excitatioi 
  PCLD 
 ACLD (20 V) 
 ACLD (40 V) 
 ACLD (60 V) 

20 25 
1~ 
30 35 40 

Frequency (Hz) 

Figure (7) - Effect of control gain on amplitude of vibration of cylinder A 
when excited at its first radial mode. 

Figure (8) shows the effect of varying the control voltage on the frequency 
spectrum of the amplitude of vibration when white noise excitation is used. Significant 
attenuation of the vibration is observed as the control voltage is increased. It is evident 
that the first resonant frequency (~ 28 Hz) of the shell increases with increased control 
voltage. Displayed also in Figure (8), for the sake of comparison, is the shell 
characteristics with unactivated patches which corresponds to the case of PCLD. The 
results obtained indicate that the ACLD treatment, with control voltage of 25 volt, 
reduces the amplitude of vibration to one fifth ofthat with the PCLD treatment. 
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Figure (8) - Vibration control with different control gains for broad band excitation 
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4.3.3 Vibration Control of two Radial Modes (Mode (0,2) and Mode (0,3)) 

Cylinder B is treated with two patches of ACLD treatment in order to target both 
Mode (0,2) and Mode (0,3) simultaneously. White noise excitation is used. The output 
signal from the piezo-sensors of the two patches are sampled by a 486 micro-processor 
via an A/D board (Model DASH-16, METRABYTE, Tauton, MA). The board is 
capable of monitoring 16 inputs with a resolution of 12 bits and a conversion time of 15 
[isQC. The signal is manipulated to generate a proportional and derivative (PD) control 
law. The resulting control voltage is sent to the actuators of the two patches via a D/A 
board (Model DAC02, METRABYTE, Tauton, MA) and power amplifiers. 

In this experiment, control gains KP and Kd, are varied in order to achieve 
different control actions. Table (4) lists typical sets of gains considered in this study and 
the corresponding output voltages sent to both actuators. Figure (9) shows comparisons 
between the vibration amplitudes before and after applying the different control gains. 
The corresponding steady state control voltages sent to the controllers are 0 volt, 6 volts 
and 38 volts for the three gains displayed in Figure (9). It is obvious that higher control 
voltages result in better attenuation of the two modes of vibration simultaneously. 

Table (4) - Control gains and corresponding output voltages 

KP 0.5 1.0 1.0 0.0 2.0 0.0 3.0 
Kd 0.005 0.010 0.020 0.030 0.030 0.040 0.040 

volt 4 6 13 16 19 35 38 

40 60 80 100 

Frequency (Hz) 

Figure (9) - Effect of control gain on simultaneous control of two vibration modes 
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In Figure (10), the vibration attenuation characteristics are displayed when the 
controller is a derivative controller i.e., Kp = 0. 
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Figure (10) - Vibration control of two modes with derivative controller 

4.4 Comparisons Between Theory and Experiments 

Figure (11) shows comparisons between the theoretical and experimental resonant 
frequencies and damping ratios for cylinder A at the first radial mode for different 
control voltages. 

Similar comparisons between the theoretical and experimental natural frequencies 
and damping ratios for cylinder B are displayed in Figures (12) and (13) for Modes (0,2) 
and (0,3) respectively.  It is evident that there is excellent agreement between predicted 
and measured value of both natural frequencies and damping ratios. 
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5. CONCLUSIONS 

The effectiveness of the Active Constrained Layer Damping (ACLD) in 
controlling the vibration of thin cylindrical shells has been demonstrated theoretically 
and experimentally in this paper. A finite element model is developed to describe the 
dynamics and control phenomena associated with shell/ACLD systems. The model is 
based on Donnell's theory of shells and it discretizes the shell continuum into 8-noded 
two-dimensional iso-parameteric elements. The validity of the model is checked 
experimentally using simple proportional and derivative controllers applied to a stainless 
steel cylinder excited with tonal or random excitations. Several vibration modes have 
been controlled simultaneously. Attenuations of the structural vibrations of 85% are 
achieved with control voltages not exceeding 40 volts. 

Work is now in progress to use the ACLD to control the sound radiation into the 
interior of the shell with appropriate modifications of the finite element model to account 
for the structure-fluid interactions. Also, work is also in progress to utilize the ACLD to 
control the sound radiation to the exterior of shells with fluid loading. 
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APPENDIX - A 

Transformation Matrices 

[Z] 

lOzOOOOO 0 

OlOzOOOO 0 

00001000  0 

00000100 -z 
0000001z  0 

1    0 0 0 

0    1 0 0 

[zn= -K 0   0 0 0 
1 

0   0   0 
R 

0   0   0     0      1 

[Zc] = 

-K 0 0 0 0 

0 z-h2 0 0 0 

0 0 1 0 0 

0 0 0 
z-h-y 

l~    R 
0 

0 0 0 0 z- 

[B,f = 

nUx 0 0 0 0 0 "i,v 0 0 

0 nUy 
0 0 0 HL 

R »u 0 0 

0 HL 
R 

0 0 "i,x nUy 
0 0 0 

0 0 "/.* 0 ni 0 0 «i.v 0 

0 0 0 »,-,. 0 ", 0 «,-, Hi 
>,y R 

m 

n 

n 

?i,* 
0 0 Knu, 0 

0 ni,y 
HL 
R 

0 h2ni,y 

0 0 nir 0 0 

0 
R 

ni,y 0 
R 

hy ni,x 
0 Kni,y Knu* 

[B°2i] = 

fh* 0 " 

0 nUy 

ni 0 

0 1 

nUy «,,* 

dn; 5n; ,niv = —L and n-   - 1,x     dx l'y     dy 

313 



APPENDIX - B 

Stiffness and Mass Matrices 
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A finite element for beams having segmented active constrained layers 
with frequency-dependent viscoelastic material properties 
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ABSTRACT 

A finite element for planar beams with active constrained layer damping treatments is presented. Features of this non-shear 
locking element include a time-domain viscoelastic material model, and the ability to readily accommodate segmented (i. e. 
non-continuous) constraining layers. These features are potentially important in active control applications: the frequency- 
dependent stiffness and damping of the viscoelastic material directly affects system modal frequencies and damping; the high 
local damping of the viscoelastic layer can result in complex vibration modes and differences in the relative phase of vibration 
between points; and segmentation, an effective means of increasing passive damping in long-wavelength vibration modes, 
affords multiple control inputs and improved performance in an active constrained layer application. The anelastic 
displacement fields (ADF) method is used to implement the viscoelastic material model, enabling the straightforward 
development of time-domain finite elements. The performance of the finite element is verified through several sample modal 
analyses, including proportional-derivative control based on discrete strain sensing. Because of phasing associated with mode 
shapes, control using a single continuous ACL can be destabilizing. A segmented ACL is more robust than the continuous 
treatment, in that the damping of modes at least up to the number of independent patches is increased by control action. 

1. INTRODUCTION AND BACKGROUND 
ACTIVE CONSTRAINED LAYER DAMPING TREATMENTS 

A number of researchers have explored the potential effectiveness and optimization of active constrained layer (ACL) damping 
treatments. An ACL treatment parallels that of a conventional passive constrained layer treatment, consisting of a layer of 
high damping viscoelastic material (VEM) sandwiched between a base structure and a constraining layer. In the passive case, 
the constraining layer serves to develop high shear strain energy in the lossy viscoelastic layer. In the active case, the 
dimensions of the constraining layer can be actively modified to further enhance the shear in the viscoelastic layer. 

Research efforts on active constrained layer damping treatments can be distinguished on the basis of several features, including 
the following: 

1) the specific ACL configuration and materials considered; 
2) assumptions underlying the governing equations {e.g., shear, rotatory inertia); 
3) method used to model viscoelastic material (damping) behavior; 
4) control approach; 
5) response solution method (i.e., analytical, Galerkin, finite elements); and 
6) optimization of ACL placement, number, and sizing. 

Plump and Hubbard (1986) developed a 6th order governing PDE for an active constrained layer damper (PVDF constraining 
layer), using a complex modulus approach for the viscoelastic material. No analysis or experimental results were presented. 

Baz and Poh (1988) investigated the effects of the bonding layer on active control effectiveness, without considering the 
damping properties of the bonding layer. In subsequent work, Baz (1993) and Baz and Ro (1994a) proposed an ACL with an 
additional piezoelectric sensor layer between the base structure and the VEM. A complex modulus approach was evidently 
used to model VEM behavior in this work. Using proportional control, the performance of the ACL was compared to that of 
a passive constrained layer (PCL) treatment. In later work, Baz and Ro (1994b) investigated, both theoretically and 
experimentally, combined proportional and derivative (PD) control along with a spatially-varying piezoelectric sensor, and 
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demonstrated good broadband vibration attenuation capability. Baz and Ro (1995a) also developed a beam finite element 
model, and selected PD control gains (full state feedback) based on a linear quadratic regulator (LQR) performance index. The 
thickness and shear modulus of the viscoelastic layer were optimized to maximize damping with minimum mass addition. A 
plate finite element model was developed by Baz and Ro (1995b) and theoretical and experimental results (natural frequencies 
and damping) were compared for PD-control and a single partial-coverage ACL treatment. 

Leibowitz and Vinson (1993) presented a concept for an ACL configuration and developed the governing equations using an 
energy method. The viscoelastic material was modeled using a complex modulus approach. They proceeded to investigate the 
performance of an ACL on a beam using partial coverage, and reported the results of parametric studies, concluding that an 
ACL could outperform a purely passive constrained layer treatment. 

Agnes and Napolitano (1993) suggested that an ACL could combine the advantages of both passive and active vibration 
control approaches. VanNostrand, Knowles, and Inman (1994) developed a beam finite element model, using the ATF time- 
domain modeling method (Lesieutre and Mingori, 1990; Lesieutre 1992) to capture the frequency-dependent behavior of the 
viscoelastic material. In subsequent research, VanNostrand, Knowles, and Inman (1993) experimentally investigated the 
effects of VEM stiffness on ACL effectiveness, as well as the implications of sensor type on control structure. Lam, 
Saunders, and Inman (1995) investigated the use of the GHM method (Golla and Hughes, 1985; McTavish and Hughes, 1993) 
to model VEM behavior. 

In a series of paper, Shen (1994, 1995a, 1995b, 1996) investigated several aspects of ACL treatments, with emphasis on 
performance, controllability, and stability. In contrast to Baz, Shen considered the use of a point strain sensor rather than a 
sensing layer. Composite beam and plate models were developed, using a complex modulus approach to model VEM 
behavior. Numerical response results were obtained using a Galerkin discretization approach. From experiments, Shen 
reported that a single ACL treatment was ineffective in controlling bending and torsional vibration simultaneously, and that 
cracks in the PZT piezoelectric constraining layer resulted in noisy signals. 

Azvine, Tomlinson, and Wynne (1995) considered an ACL concept in which the piezoelectric actuator is bonded to (not 
replacing) the constraining layer. They used a complex modulus approach to model the VEM, and investigated the effect of 
ACL location on modal damping of a cantilevered beam using a control signal proportional to the tip velocity. Veley and 
Rao (1995) developed a finite element model by combining a piezoelectric element and a constrained layer damping element, 
retaining both mechanical and electrical DOFs. They investigated optimal ACL placement using a PD control approach. 

Nath and Wereley (1995) investigated the application of an ACL to rotorcraft flex beams, the goal being to enhance lag mode 
damping. They developed a differential equation model for a completely-treated beam, with special attention to the boundary 
conditions. Frequency response methods were used to study the steady-state performance of the ACL system, based on a 
frequency-dependent complex shear modulus model of the viscoelastic material. 

Liao and Wang (1995, 1996a) considered the ACL approach in the context of active-passive hybrid structures, with the goal of 
preserving the advantages of fully passive (stable, fail-safe, no power) and fully active (high performance) systems. They 
developed a mathematical model of a beam with a partial-coverage ACL treatment, using the GHM method to model VEM 
behavior, Galerkin's method to discretize the governing equations, and an LQR optimal control law to obtain control gains for 
a specified performance index. They investigated the effects of the VEM on control authority and identified situations in 
which an ACL may perform better than purely passive or active systems. In recent research, Liao and Wang (1996b) 
suggested a way to increase active control transmissibility by using stiff "edge elements" on the perimeter of the ACL to 
provide a parallel load path to the base structure. Although this approach is likely to degrade passive performance, it may 
also increase reliability by preventing delamination. 

In summary, numerous researchers are investigating the utility of active constrained layer damping treatments. Several of 
these researchers have used finite elements in their work, most commonly employing a complex modulus approach as a 
model of the behavior of the viscoelastic layer. Three research efforts report the use of time-domain methods (ATF, GHM) to 
model the characteristic frequency-dependent behavior of the viscoelastic damping layer; two of these used beam finite element 
discretizations, while the other used a Galerkin approach. 

Researchers have generally addressed the use of a single active constraining layer in a particular application. Segmentation of 
the constraining layer is a well-known, effective means of increasing passive damping in long-wavelength vibration modes 
(by increasing the number of high-shear regions), but its use has not yet been explored in an ACL configuration. In addition 
to the potential passive benefits, segmentation provides the possibility of additional independent control inputs, a feature 
which is likely to improve achievable performance. 

The objective of the present research was to develop an ACL beam finite element that would be useful for investigating active 
constrained layer treatments. To facilitate controls synthesis, this model was required to be formulated in the time-domain, 
preferably in state-space form, with the possibility of segmentation a desirable feature. 
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VISCOELASTIC DAMPING MATERIALS AND MODELS 

The mechanical properties of the "damping materials" used in passive constrained layer damping treatments are often sensitive 
to frequency, temperature, type of deformation, and sometimes amplitude (Nashif, Jones, and Henderson, 1985). To ensure 
design adequacy, performance is usually analytically evaluated at a few temperatures that span the expected operating range of 
interest. Material properties appropriate to each temperature of interest are used in such analyses. For operation at a nearly- 
constant temperature, it is most important to consider the dependence of stiffness and damping properties on frequency; over a 
broad frequency range, damping can vary by an order of magnitude, and stiffness by several orders of magnitude. 

While damping models currently available in commercial finite element software (e.g., viscous damping, proportional 
damping, hysteretic or structural damping, and viscous modal damping (via the modal strain energy (MSE) method (Johnson, 
Keinholz, and Rogers, 1981)) do provide energy dissipation, in general they are not physically motivated and suffer from 
various limitations. In particular, none of these captures, in a time-domain model, the frequency-dependent behavior 
characteristic of real materials. Furthermore, such issues of model fidelity are especially important in control applications. 

Dissatisfaction with available damping modeling techniques has motivated considerable research on the subject of time- 
domain methods that capture the essential frequency dependence of viscoelastic material properties and that are compatible 
with current structural finite element analysis techniques. This research can be broadly classified into: 1) those that use 
fractional time derivatives to model material relaxation behavior; and 2) those that use integer time derivatives. Both kinds of 
approaches have advantages and disadvantages, and none is clearly superior to others in all cases. 

In a series of papers, Bagley and Torvik and their collaborators (Bagley and Torvik, 1983, 1985; Bagley and Calico, 1991) 
developed a fractional derivative model of viscoelastic material behavior and applied it to a number of structural problems. An 
important feature of their approach is the ability to capture the relatively weak frequency dependence exhibited by many 
materials using just a few, typically four, model parameters. This feature makes the fractional derivative model especially 
useful in frequency-domain analyses. Frequency-domain finite elements were initially developed to obtain structural responses 
for load histories which have Laplace transforms, while a time-domain version with fractional state equations was developed 
later. In the time domain, the presence of fractional operators makes the solution of structural equations more complicated 
than it is for those involving ordinary differential operators. Enelund and Olsson (1995) proposed using a different form of 
the time-domain equations of motion, as well as a different method for time discretization. This solution approach requires 
that a truncated time history be retained for use, in effect adding coordinates to the model. 

Structural equations with time domain damping models involving ordinary integer differential operators are easier to solve 
than those involving fractional derivative operators. Several of these kinds of models have been proposed in the literature, 
including the ATF/ADF model (Lesieutre and Mingori, 1990; Lesieutre, 1992; Lesieutre and Bianchini, 1995) the GHM 
model (Golla and Hughes, 1985; McTavish and Hughes, 1993), and Yiu's model (Yiu, 1993; Yiu, 1994). 

The augmenting thermodynamic fields (ATF) method is a time-domain continuum model of material damping that preserves 
the characteristic frequency-dependent damping and modulus of real materials—a physically-motivated model compatible with 
current finite element structural analysis methods. In its initial development, the ATF method introduced a single 
augmenting field to model the behavior of materials and structures with light damping. In subsequent work, the ability to 
model high-damping materials having relatively weak frequency-dependence was developed, using multiple ATFs. However, 
this early work was effectively limited to structural members under uniaxial stress states, such as bars and beams. 
Subsequently, "anelastic displacement fields" (ADF), special kinds of ATF, were introduced. Instead of addressing physical 
damping mechanisms directly, their effects on the displacement field were considered. The ADF method has several 
advantages over the initial ATF method; in particular, it has been generalized to 3-D problems, to problems involving 
temperature dependence (Lesieutre and Govindswamy, 1995), and to problems involving non-linear strain dependence. 

The GHM model and Yiu's model are similar in several ways to the ADF model. All yield time-domain viscoelastic finite 
elements, and use additional coordinates to more accurately model material behavior. The ADF method differs in that it 
involves a direct time-domain formulation—not transform-based, and yields finite elements using conventional methods. The 
"dissipation coordinates" of the GHM method are internal to individual elements, while the "anelastic displacement fields" of 
ADF are continuous from element to element, reflecting its basis as a field theory. The "internal unobservable degrees of 
freedom" of Yiu's model are introduced as nodal variables using an analogy with a generalized lumped-parameter Maxwell 
model. Because it was developed explicitly with second-order dynamics, the GHM method is quite compatible with current 
structural analysis methods, and has proven to be useful in practice. Both the ADF and Yiu's models may, however, also be 
readily expressed in second-order form. Although the second-order form of a GHM ("mini-oscillator") model can permit 
unrealistic material behavior, difficulty can be avoided by proper selection of material model parameters. Yiu's model also 
assumes a single loss factor for all material moduli (e.g., shear and bulk for an isotropic material). 

In many respects, however, finite element models yielded by the GHM method and especially Yiu's method are quite similar 
to those developed using ADF. In what follows, the ADF method is used as a representative time domain viscoelastic model. 
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2. FINITE ELEMENT DEVELOPMENT 

ACTIVE CONSTRAINED LAYER CONFIGURATION AND KINEMATIC ASSUMPTIONS 

ACL Configuration and Field Variables. Figure 1 illustrates the ACL beam configuration under consideration. 
There are three components: the base beam, the viscoelastic layer, and the piezoelectric (ceramic) constraining layer; quantities 
associated with each of these layers are denoted with subscripts "b," "v," and "p," respectively. Points in the cross-section 
are denoted using the independent coordinates "x" and "z, " with the origin of the primary coordinate system located at the 
center of the left end of the base beam, and secondary coordinate systems located at the bottom of each of the layers. 

If: Zp 

Zv 

piezoelectric constraining layer 

viscoelastic layer 

\base beam 

hP 

hv 

thb 

Figure 1: Active Constrained Layer Configuration 

As shown in Figure 2, the motion of points in the system is described using the following dependent fields: the lateral 
deflection "w," the longitudinal displacement "u," the shear angle in the viscoelastic layer "/}, " and, when the time-domain 

viscoelastic model is included, the anelastic part of the shear angle in the viscoelastic layer "p  ". 

Figure 2: Displacements and Sign Conventions 

Assumptions.   The model is based on the following assumptions: 

1) The base beam is elastic, and the Bernoulli-Euler bending assumptions are valid (transverse shear strain is negligible). The 
lateral displacement of the middle of the base beam, w(x,t), is shared by all points in the cross section (transverse normal 
deformation is negligible, and rotations are small). The longitudinal displacement of the middle of the base beam is not 
required to be zero (bending extension coupling is included). Transverse and rotatory inertia are included. 

2) The viscoelastic layer is lossy, and the Bernoulli-Euler assumptions are augmented with an additional shear angle associated 
with non-negligible transverse shear. An anelastic shear angle may be included to model frequency-dependent viscoelastic 
behavior. Longitudinal normal strain in the viscoelastic layer is included. Transverse and rotatory inertia are included. 

3) The piezoelectric constraining layer is poled through the thickness, is elastic, and the Bernoulli-Euler bending assumptions 
are valid. The rotations of constraining layer cross-sections are the same as the rotations of the base beam at the same x- 
coordinate. The layer has both extensional and bending stiffness. Transverse and rotatory inertia are included. 

Kinematics. Figure 3 illustrates the nodal degrees of freedom (DOF) of the finite element to be developed. The element 
has length "L." The lateral deflection, w(x,t) is interpolated using a cubic polynomial in x, allowing element-to-element 
continuity of deflection (w) and slope (w\ or longitudinal displacement u). 

w = w(x,z,t) = w(x,t) - [iVw]{w} (1) 
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Figure 3: Nodal Degrees of Freedom of (a) Elastic and (b) Damped ACL Finite Element 
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and {w} = {w(0}: wf(0 
w2(f) 

w2(0. 

The longitudinal displacement at the reference axis, u0(x,t) is interpolated with a quadratic polynomial, and an internal node. 

u0(x,t) = [Nu]{u} (2) 

where     [^ = [^(x)] =     1 - 3(f) + 2^       NtHf) "(i) + 2(i) 

and {«} = {w(0}: 

"l(0 

"2(0 

"3(0 

Because slope (w") and longitudinal displacement (u) are interpolated consistently, the element will not shear lock.   The shear 
angle(s) in the viscoelastic (/?, ß") is/are interpolated consistent with u and w'. 

where 

ß(x,t) = [Nu]{ß] 

= {ß(t)} = 

(3) 

Ä(0 
&(0 

IA(')J 
Now, the model displacements may be explicitly stated in terms of these nodal quantities and interpolation functions. 

Base Beam. The lateral deflection of a point in the base beam, or anywhere on the cross-section, is given by: 

w = W(X, Z, t) = w(x, t) = [Nw ]{w} (4) 

The longitudinal displacement of a point in the base beam is given by: 

ub = ub (x, z, t) = u0 (x, t)-z w'(x, t) = [ Nu ]{ü} -z[N'w ]{W} (5) 
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Viscoelastic Layer.  The longitudinal displacement of a point in the viscoelastic layer is given by the following 
(note that ß is positive in the same direction as w'). 

uv = uv(x,z,t) = uo(x,t)-zw'(x,t)-zvß(x,t) = [Nu]{ü]-l-± + zv)[K]{w}-zv [Nu]{ß] (6) 

Piezoelectric   Constraining   Layer.   The longitudinal displacement of a point in the constraining layer is 
given as follows. Note that constraining layer may be segmented by not enforcing element-to-element continuity of ß. 

= up(x,z,t) = uQ(x,t)-zw'(x,t)-\ß(x,t) = [Nu]{ü}-{^- + hv+zp)[K]{w]-h, [Nu]{ß] (7) 

Strains. Now that the displacements of any point in the ACL system have been defined, the longitudinal normal and 
transverse shear strains may be determined. These are needed in strain energy expressions to develop the element stiffness 
matrix. Longitudinal normal strain is found from: 

du 

And transverse shear strain is found from: 

"XX        -> ox 

F      = 
u    dw 

dz     dx 

(8) 

(9) 

Base Beam. The longitudinal normal strain at a point in the base beam is given by the following.   The transverse 
shear strain in the base beam is negligible, by assumption. 

{w} (e«)A=(e«('^.0)Ä=I^]   -z[K]    [0]} 

Viscoelastic Layer.  The longitudinal normal strain at a point in the viscoelastic layer is given by: 

(exx)v = (exx(X,z,t))v=[[N>u]   -{% + Zv)K]    -zv[K]m 

The transverse shear strain in the viscoelastic layer is related to the shear angle: 

(10) 

(11) 

(e*z)v=(e«(*.*.0)v=[[°]    [°1    -M {w} (12) 

Piezoelectric Constraining Layer.   The longitudinal normal strain at a point in the piezoelectric constraining 
layer is given by the following. The transverse shear strain is negligible, by assumption. 

{£xx)p={£xxix^t))p = [K] -fe + \ + zp)[K]   -K[K] 
{u} 

{w} (13) 

STIFFNESS, MASS, AND DAMPING MATRICES; LOAD VECTOR 

The stiffness and mass matrices are to be developed using energy methods, so expressions for strain and kinetic energy are 
required. The load vector associated with piezoelectric forcing is to be developed by considering virtual work. The damping 
matrix is to be developed using the ADF method. Note that the energy expressions developed could also be used to derive 
governing PDEs and boundary conditions using Hamilton's Principle. 

320 



Strain Energy, Stiffness Matrix.    The strain energy stored in a deformed ACL beam of width "b" and length "L" is 
given by: 

U = U(t) = \b\^\z (Eix^e^ix^t))2 + G(x,z){exz(x,z,t)f\ dz dx 

= UE + UG 

= (uEb + uEv + uEp)+uGv 

(14) 

noting that the energy can be divided into parts associated with longitudinal normal deformation (extension and bending) and 
shear deformation and, further, into parts associated with each component of the ACL system. The strain energy associated 
with longitudinal normal deformation of the base beam is given by: 

UEb = ö 

{«} 

{w} l^loCn 
[K]T[K]    -z[K]T[K] [o] 

-z[K]T[K] z2[K]T[K] [o] 
[0] [0] [0] 

dz dx 

{Ü} 

{ß} 
(15) 

The strain energy associated with longitudinal normal deformation of the viscoelastic layer is given by the following.   Note 
that this part of the strain energy is often neglected. 

"a v - 2 

{"} 
{w} 

PI 
»Mot" 

[K]T[K] -fe+^KflK]       -zv{K]T{K] 

-(%+zv)[K]T[K]   (%+zvf[K]T[K]   {ht+Zvyv[K]r[K] 

-zv [KfW        (% + zv)zv [N'U]
T[NZ] zv

2 [N'uf[N'u] 

dzv dx 
{»} (16) 

The strain energy associated with longitudinal normal deformation of the piezoelectric constraining layer is given by: 

UEp~2 

{"} 
{w} bE   lLfhP DCjP Jo Jo 

KfK] -(%+K+zp)[N'u]
T[K] -K[N'U]

T[K] 

-(%+K + zP)[K}T[N'u]   (^K+ZpfiKflK]   {^+hv + z^hv[Kf[K] 

-K[K]T[K]        $+K+ZP)K[K]
T
[K] K

2
[N'U]

T
{K] 

dzp dx 
{"} 
{w} 

Iffl 
(17) 

And, finally, the strain energy associated with shear deformation of the viscoelastic layer is given by: 

T r.  . r 

UGV- 2 

{"} 

^vWV {w} (18) 

[0]   [0] [0] 

[0]   [0] [0]        dzvdx 

[0]   [0]   [N>U]
T[N'U] 

Each of these strain energy expressions clearly shows the contributions of each to the elastic element stiffness matrix. 

[K] = [KE] + [KG] = ([KEb] + [KEv] + [KEp]) + [KGv] (19) 

Kinetic Energy, Mass Matrix.   The kinetic energy of a moving ACL beam of width "b" and length "L" is given by: 

T = T(t) = \bfi\z p(x,z)((w(x,z,t))2 + (ü(x,z,t))2) dz dx 

T +T (20) 

Tw+(Tub+Tuv+Tup) 

noting that the energy can be divided into parts associated with transverse motion and longitudinal motion and, further, into 
parts associated with each component of the ACL system.   Note that longitudinal motion includes motion often associated 
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with "rotatory inertia".   The kinetic energy associated with transverse motion of the entire ACL system is given by the 
following, where the density and thickness have been assumed uniform over the length of the element. 

T     1_ 1w - 2 

w 
M 

b(pbh+PvK + pphp)j( 

To]      [o]      [o] 
[0]   [Nwf[Nw]   [0] 

[0] [0] [0] 

dx {w} 

ß 

The kinetic energy associated with longitudinal motion of the base beam is given by: 

T 
iT 

Tub~\< 

{u} 

>>Pb tfC 
L t+h^ll 
0 J-Äfc/2 

M[NU]      -z[K?[NH]   [0] 
4K]

T
[NU] z2[K]T[K] [o] 

[0] [0] [0] 
dz dx {*} 

The kinetic energy associated with longitudinal motion of the viscoelastic layer is given by: 

-(% + zv)[N'w]
T[Nu]    ^ + Zvf[N'w]

T[N'w]    {^ + Zvyv[Kf[Nu] 

-zv[Nu]T[Nu]        (^■ + zv)zv[Nu]T[N'w] zv
2[Nu]

T[Nu] 

Auv      2 

{*} 
{-} bpv \o r dzv dx 

{"} 
{*} 

(4 
And, finally, the kinetic energy associated with longitudinal motion of the piezoelectric constraining layer is given by: 

T   =±i 'up      2 i 

{"} 
{*} n »PP Jot' 

lNu]T[Nu] ~(!T + K + zp)[Nu]
T[K] -fcvKfK] 

-(^- + K+zp)[K]T[Nu]    {& + hv+zpf[K)T[N'w}    (^■ + K+zp)hv[N'w]
T[Nu\ dz„ dx 

{,} 
{w} 

IP) 

(21) 

(22) 

(23) 

(24) 

Each of these kinetic energy expressions clearly shows the contributions of each to the element mass matrix. 

[M] = [Mw]^Mu] = [Mw] + ([Mub] + [Muv] + [Mup]) (25) 

Piezoelectric Forcing, Load Vector. The contributions of the piezoelectric forcing to the element load vector are 
found by considering the virtual work done by the blocked stresses moving through a virtual displacement of the ACL 
system. The blocked (zero strain) longitudinal normal stress in a piezoceramic, poled through the thickness, is given by: 

{°xx)p = ((Jxx(x'Z,t))p = ~el E3 (26) 

where el is a piezoelectric coefficient, and £3 is the electric field in the z-direction.   Note that the electric field can be 
expressed in terms of the drive voltage and the thickness of the piezoelectric constraining layer as 

V(t) 
£3 = E3(x,z,t) = £3(0 = — (27) 

so that the blocked stresses may be expressed as: 

rip 

Finally, the virtual work of the blocked stress is given by: 

(28) 
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SWp = SWp(t) = \b^\h
QP (^(1,2,0)^ {5exx(x,z,t))p dzp dx 

T \        [K}T 

-^. + hv+zp)[Kf 

-K [K]T 

This work expression clearly shows the contribution of piezoelectric forcing to the element load vector. 

{Sü} 
{Sw} 

mi 
h—\L\+hb12 

nP 

(29) 
dzp dx   V(t) 

{/} = 
\fpu\ 

\fpw\ V(t) = {F}V(t) (30) 

Damping, Additional ADF DOF and ADF Evolution Equations. The frequency- or time-dependent behavior of 
the viscoelastic material can be captured by using a time-domain model such as the ADF method. In this approach, the total 
deformation (shear angle) of the material is considered to be the sum of two parts: 1) an elastic part, in which the strain is 
instantaneously proportional to the stress; and 2) an anelastic part, which captures the characteristic relaxation behavior. 

Total Elastic 
+ 

Anelastic 
or ={W1 (31) 

Note that the entire anelastic displacement field itself may be comprised of several individual fields. This possibility is useful 
in modeling the behavior of materials that exhibit relatively weak frequency-dependence. In a finite element context, the total 
and anelastic fields are interpolated identically, introducing additional DOF for the anelastic displacements. Since the kinetic 
energy is expressed in terms of the total motion, it is unchanged. The elastic displacements that appear in strain energy 
expressions, however, are replaced by the difference between the total and anelastic displacements. 

{ßEHß}-{ßA} (32) 

Finally,  an additional set of ordinary differential equations (ODE) that describe the  time  evolution  of the  anelastic 
displacement fields must be developed. They have the following general form: 

MtA}-Mf\+foPA}=w (33) 

where "[Kß]" is a stiffness matrix that appears in the elastic equations, "c" is a material constitutive coupling parameter, and 
"Q" is a characteristic relaxation time at constant strain. 

Because the ADF cannot be directly affected through the action of external forces, but only through coupling with the total 
displacement field, they are effectively internal fields. Consequently, there are no geometric boundary conditions for the ADF 
analogous to those for the total displacement field. There are, however, force-type boundary conditions: the anelastic stress is 
proportional to the anelastic strain rate (Lesieutre, 1996). 

Discretized Equations of Motion. The final discretized equations of motion for a single element may be expressed in 
the following standard second order form with evident mass, damping and stiffness matrices: 

[M]{q} + [C]{q} + [K]{q} = {f} 

where the nodal DOF vector is ordered as: 

(34) 

{«} = 
{w} 

in 
= \ux    u2    u3 I wx    w[    w2    w'2 I fa    ß2    ß3 I ßl     ß2     ß3 (35) 
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Some details of the structure of this matrix equation are evident in the following form, particularly the presence of 
submatrices that are multiples of elastic stiffness submatrices. Once the mass and elastic stiffness matrices have been 
determined, the submatrices associated with ADF degrees of freedom may be readily determined without additional calculation. 

Muu M i M R uß 0 

MT 
'"uw ™TO ■M     n 0 

MTn up wß [   Mßß 0 

0 0 0 0 

"0010 0 
o o i o 0 

• + 
0  o i 0 0 
0   0 j 0 QKßß ßA\ 

Note that the matrix [Kßß] is symmetric. If desired, these equations may be combined in first order form: 

u 

w 
1    ■ 

M3 
■+ 

w\ 

Kuu "•uw uß -K   R uß 

"■uw "ww 

Kwß 

Kwß 
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~Kwß 

-Kßß 

-<ß wß -Kßß cKßß 

Jpu 

Jpw 
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The equations of motion for a complete ACL system or structure can be found using standard finite element assembly 
procedures. In such an approach, the total energy is just the sum of the energies of the individual elements, and common 
nodal DOF are eliminated when continuity is to be enforced. 

3.  ACL PERFORMANCE 

To verify the correct performance of the subject ACL beam finite element, several numerical experiments were performed. 
First, passive performance was studied, for both continuous and segmented constrained layer treatments. Next, performance 
with a simple active proportional-derivative (PD) control law was investigated. The following subsections describe these 
numerical experiments and the results. In all cases, the ACL finite element and the modeled system performed as expected. 

PASSIVE PERFORMANCE 

The dynamic behavior of a cantilevered beam with ACL treatments were investigated. In the initial cases of interest, the ACL 
operated in a passive mode, i.e., as a conventional constrained layer damping treatment. As shown in Figure 4, the first case 
of interest involved complete coverage with a continuous treatment, while the second case of interest involved complete 
coverage with a segmented treatment. Table 1 summarizes some of the parameter values used. 

(a) (b) 

Figure 4. Beam and ACL Configurations Considered 

— A 
Initial calculations were made using an elastic version of the finite element (without ADF DOFs, ß ) and verified that 
modal frequencies were calculated correctly. Figure 5 shows modal damping ratios and modal frequencies for the first 5 modes 
of a finite element model constructed using 5 equal-length elements. The apparent frequency-dependence of modal damping is 
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due to a combination of two effects: the inherent variation of viscoelastic material loss factor with frequency, and the effect of 
different mode shapes on the fraction of strain energy stored in the viscoelastic. In addition, segmentation evidently makes the 
damping treatment considerably more effective in the lower modes, as expected, but slightly worse in higher modes. 

Table 1 Configuration Parameter Values 
Beam length (m) 0.200 Number of elements (typical) 5-25 
Beam width (m) 0.010 

Base beam Viscoelastic Layer 
Thickness (m) 0.00100 Thickness (m) 0.00025 
Young's modulus (GPa) 70 Young's modulus (MPa) 25 
Density (kg/m3) 2700 Shear modulus (MPa) 10 

Density (kg/m3) 1600 
Piezoelectric Constraining Layer ADF'c' 1.2 

Thickness (m) 0.00025 ADF '£T (rad/sec) 1500 
Young's modulus (GPa) 50 
Density (kg/m3) 7500 
Piezoelectric constant (N/m-V) -5.40 
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Figure 5. Passive Performance of ACL Treatments ('o' continuous; 'x' segmented) 

ACTIVE PERFORMANCE 

Performance of an ACL with a simple active proportional-derivative (PD) control law was subsequently investigated. In these 
cases, the control voltage for a particular ACL 'patch' was based on a discrete strain in the base beam, at the center of the 
patch, as shown in Figure 6. 

drive voltage 

strain    4 A strain rate 

Figure 6. General Local Control Strategy for a Single ACL "Patch" 
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The drive voltage was taken as the sum of two terms, one proportional to strain, the other to the strain rate, as follows: 

V- ——k   F      -kjF yi        ^p cxxi     *"d cxc/ (38) 

Eq. 10 may be used to obtain the strain at the desired location for element "i" as: 

(e„(*=4,z = -£,*)), =[k(^)l   T-MT)]    [0]    [0] 

[Ml 
{w} 

p] 
(39) 

The elemental piezoelectric forcing then may be expressed in terms of the nodal DOF as (Eq. 30): 

{/}. = -kp{F}{ [£].{*}, - kd{F}t [£],.{*}. (40) 

In this form, the piezoelectric forcing terms may be moved to the left hand side of the governing equations and treated as 
modifications to the stiffness and damping matrices. Table 2 summarizes the control gains used for validation purposes. 

Table 2. Control Gains 
Proportional gain, k„ 3,000,000 V Derivative gain, kd 60 V-s 

Figure 7 shows the modal damping ratios and modal frequencies for the first 5 modes of a finite element model constructed 
using 5 equal-length elements, with control active. Relative to passive operation (Fig. 5), active control clearly increases the 
damping of the fundamental mode in for both continuous and segmented ACLs. In the case of the single continuous ACL, 
control is less effective in the higher modes. In fact, because of phasing associated with mode shapes, control using a single 
continuous ACL can be destabilizing: the frequency and damping of mode 3 are both decreased. The segmented ACL is more 
robust than the continuous treatment, in that the damping of modes at least up to the number of independent patches is 
increased by control action. 
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Figure 7. Active Performance of ACL Treatments   ('o' continuous; V segmented) 
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4. SUMMARY AND CONCLUSIONS 

A finite element for planar beams with active constrained layer damping treatments was developed using an energy method in 
combination with the ADF viscoelastic modeling method. Features of this element that are potentially important in active 
control applications include the following: immunity to shear locking for accuracy; use of a time-domain viscoelastic material 
model to capture the frequency-dependent stiffness and damping of the viscoelastic material; and the ability to readily 
accommodate segmented constraining layers with partial coverage, permitting multiple control inputs. Future modifications 
could include the explicit addition of electrical degrees of freedom for current and power considerations. 

The performance of the finite element was verified through several sample modal analyses, including purely passive 
performance in both continuous and segmented configurations, as well as corresponding active performance using a PD 
control strategy based on discrete strain sensing. Because of phasing associated with mode shapes, control using a single 
continuous ACL can be destabilizing. A segmented ACL is more robust than a continuous treatment, in that the damping of 
modes at least up to the number of independent patches is increased by control action. 
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Abstract 

We analyze and experimentally validate an analysis of a sandwich plate structure, where anisotropic face plates 
sandwich a viscoelastic core. Existing analytical models have been modified to incorporate piezo-actuation in 
anisotropic and 3-layered thin plates, using the variational energy method. The 3-layered sandwich consists of 
anisotropic face-plates with surface bonded piezo-electric actuators, and a viscoelastic core. The analysis includes 
the membrane and transverse energies in the face plates, and shear in the viscoelastic core. A constant, complex shear 
modulus was used for the dissipative core, thus frequency and temperature dependence of viscoelastic propoerties 
is neglected in this model. Simplified forms of the equations are stated based on neglecting shear in face-plates. 
Experiments were conducted on sandwich plates with aluminum face-plates under clamped boundary conditions to 
validate the simplified model. Symmetric and asymmetric sandwiches were tested. The maximum error in the first 
eight natural frequency predictions obtained via the assumed modes solution is less than <10%. Analytical studies 
on the influence of the number of assumed modes in the Galerkin approximation, and the core storage modulus varia- 
tion, were conducted. The importance of the in-plane extension modes in sandwich plate analysis was demonstrated. 
Error in the first natural frequency is nearly 100% when in-plane modes are ignored; error reduces and converges to 
6.7% as number of modes is increased to 16 in each of the in-plane directions for each face plate. 

Keywords:     sandwich plate, viscoelastic core, anisotropic face-plates, piezo-actuation, experimental validation, 
clamped 

1    Introduction 

Our current research is motivated by the helicopter industry's goal of achieving a "jet-smooth quiet ride". 
Noise levels inside a helicopter cabin ranges between 100 and 120 dBA over a frequency range of 40-6000 Hz. The 
contribution of the main and tail rotors and the turbines is in the frequency range below 500 Hz. The transmission 
adds the higher frequency disturbance in the 500-6000 Hz range. These disturbances are borne through the air and 
via structural vibrations into the cabin. Damping of disturbance transmitted into enclosures may be achieved by 
different approaches. A hybrid method, utilizing piezo-actuation of damped plate to enhance stability robustness of 
the controller, was suggested in our earlier work [3j. The current research examines an actuated, damped sandwich 
plate which represents the vibrating wall of an enclosure. 

Flexural vibration of viscoelastic sandwich structures has been investigated since the 1950s. Ross, Ungar and 
Kerwin [5] studied simply-supported plates, and assumed perfect interface and constant amount of transverse dis- 
placement in each layer. DiTaranto [6] extended this work to include arbitrary end conditions in beams. Mead and 
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Marcus [7] modeled the damping of three layered sandwiched beams with isotropic constraining layers sandwiching a 
viscoelastic core, using sixth order differential equations of motion. Rao and Nakra [8] included the inertia effects of 
transverse, longitudinal and rotary motion. Bai and Sun [9] eliminated the perfect interface and constant transverse 
deformation assumptions. 

Rao and Nakra [15] developed the basic equations of vibratory bending of asymmetric sandwich plates with 
isotropic face-plates and viscoelastic core. Lu et. al. [16] developed a finite element model and presented experimental 
data for sandwich plates under free boundary conditions. Cupial and Niziol [17] used the variational method to model 
sandwich plates with anisotropic face-plates, and our model closely follows their approach. Additionally, piezo-patch 
actuators bonded to the two surfaces of the plate are also modeled. 

In this paper, a general model for 3-layered plates with viscoelastic sandwiched between anisotropic/generally 
orthotropic plates has been derived. The development of equations, and notation used, follow the work of Cupial 
and Niziol [17] closely. The equations reduce to those of Cupial and Niziol when the piezo-actuators are absent, and 
further reduce to the equations of motion presented by Rao and Nakra [15], when the face-plates are isotropic. 

2    Sandwich Plate Model 

The equations of vibration of a piezo-actuated, 3-layered sandwich with anisotropic face-plates and a dissipative 
core are developed. The layers are numbered 1 through 3, as in Fig. 1. Layers 1 and 3 are the multilaminate 
anisotropic face-plates, whereas the core or the middle layer is the viscoelastic material (VEM) layer. The face-plates 
are assumed to have bending, shear and extensional stiffnesses. Their rotatory inertia has also been included in the 
model. The VEM layer is assumed to have shear stiffness alone. 

The following assumptions are made in the sandwich plate model: a) in the individual layers, plane sections 
normal to the mid-plane before bending, remain plane and perpendicular after bending, b) there is no compressional 
damping, c) all displacements are small, d) there is no slip in the interfaces between the face-plates and the core, e) 
damping in the faces is small compared to that in the core, and, f) in-plane stresses in the core are small compared 
with those in the faces. 
2.1    Contribution of Piezo-actuators 

The piezo-actuators patches are surface-bonded to the exposed surfaces of the two face-plates in the sandwich. They 
are assumed to be orthotropic in nature,, and the bonding is assumed to be infinitely thin and perfect. The actuator 
patches are integrated into each of the face-plates as one of its laminae. 

The patch actuators cover a limited area of the plate surfaces. Hence, a function -d is introduced, -d is unity over 
the area of the face-plates where the piezo-actuator is present, and is zero over the rest of the area. The stiffness 
and mass in the area where the actuators are bonded differ from those in the surrounding area. Their contribution 
is modeled below. 

The density of the complete sandwich now is: 

- _ Ei=l Pihi + WPchc ,> 
9 ~     Eti hi + 2tihc 

where hc is the thickness of the actuator. The density of each of the faces is: 

_(i) = Pih + -dpcK 
9 hi+tihc 

{ ' 

The new thickness of the face-layers is written as: 

h& =hi + $hc (3) 

The actuation moment induced by the piezo-actuators is: 

NC\ 1 (i 

{MA} = Y1   j QcA-zdz (4) 
i=i hc 
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Figure 1: Sandwich plate and layer displacements: (a) Sandwich plate showing its co-ordinate axes and dimensions, 
and (b) Layers forming the sandwich, and the associated displacements. 

where Nc is the number of actuators affixed to the plate, and Qc is the reduced stiffness of the orthotropic piezo-ply. 
The external forcing caused by this moment can be written as: 

SW J{MA}'{6K} dA (5) 

2.2    Plate Energies 

The total kinetic energy including the transverse, translatory and rotatory inertias in all the layers may be written 

T= 1 f~pw2dV    +    \Y1   I'P(i) (/"W +gza(i))2dV 

+   lH [p{i)(fv{i)+gzßV)2dV 
t=l,3/. 

+    core terms as in Cupial and Niziol [17] 

The variational kinetic energy, therefore is: 

dw d6w 
ST    =    {ph + 2tipchc) j 

dt   dt 
■dA 

+ 
i=l,3 

du& d6v,M     dvM d6vW f $>*+tM j[^r^r + ^-^ri dA 

*=i,3U { 
+ 

+ core terms 

dt      dt    +~di      dt~ 
dA 

(6) 

(7) 
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The variational potential energy, on including the transverse, in-plane and shear energies in the faces, and the 
shear energy alone in the core is: 

6U I . dSu® , d6a(- . dSv® dößW 

t=l,3 9x 
i=l,3 

dy dx 

dx 

X>i o fd6a(i)    dsß{i) 
xy
 \   dy dx + £##( 

i=l,3 ^ 

cL4 

+ core terms (8) 

AT, M and Q are the resultant forces, moments and shears in the face-plates calculated over the face thicknesses 
given by eq. (3). 

2.3    Governing Equations 

Applying the Hamilton's principles to the energies and work done discussed above, yields the equations of motion. 
There are 9 equations corresponding to the 9 independent co-ordinates. 

(ph + 2tipchc)w = ^ + ^+tf/c 
ox        dy 

f 

f 

f 

f 

(pihi + dpchc)üi + -p2h2ü2 

(p3h3 + -dpchc)ü3 + -p2h2ü2 
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(p3h3 + -dpchc)v3 + -p2h2v2 

1       ,2„ dN™ ^ dN&\  Qx
2) 

—gp2hf2a2 = —— + ——2- + —— 
12 dx dy h2 

1       ,2„ ÖNX
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+ j^9P2n2a2 

1 \2'6 

dx 

r(i) 

+ • 
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xy Wx 
dy ho 
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,     l u2a dNV + V29P2hlß2 =  -^ 
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where 

Q* = E Qx]+^2) and ^ = E a»0+^2) (10) 
i=l,3 i=l,3 

and /c is the actuation forcing obtained from eq. (5). 

3    Analysis and Validation 

3.1 Analytical Validation 

This section compares the frequencies of free vibration of a simply-supported sandwich plate with symmetric isotropic 
face-plates, as predicted by the model, with an analytical solution of Abdulahadi as presented in [17]. For a simply- 
supported plate, the eigenfunctions are of the form: 

, .      rr       mirx  .   mry 
Ui(x, y, t) = Ui cos —— sin —- 

. .      ..   .   mirx       mry 
Vi(x, y, t) = Vi sin —— cos — 

, .      TI. .   mirx       mry . 
w{x, y, t) = W sm—-—sin— (11) 

Li O 

The mode shapes given by eq. (11) are used in the model. The predicted modes of free vibration, and the corre- 
sponding modal loss factors are tabulated against the exact solution in Table 1. The predicted values match the 
closed form analytical solution, and error is within 1.5% for both the natural frequencies and the loss factors. 

3.2 Experimental Validation 

This section presents experimental validation of the sandwich model with isotropic face-plates. Three different 
sandwich plates have been tested. The first of these is a symmetric sanwich, with aluminum face-plates of thickness 
1/32", sandwiching a 2 mil thick viscoelastic layer. The other two plates are asymmetric, with face-plates of thickness 
1/32" and 1/16". One of these asymmetric plates has a core thickness of 2 mil, while the other has 5 mil. The plates 
were clamped atop an aluminum stand using 28 bolts around the perimeter. The test area of the plates is 26.5" x 
20.5". The viscoelastic material used is 3M Scotchdamp ISD-112. 

The approximate mode shapes assumed for the case of a plate clamped on all sides are as follows: 

, .      TT   ,   mirx  .   mry 
Ui(x, y, t) = Ui sm —— sm —- 

. .      Tr   .   mirx  .   mry .„„, 
Vi{x,y,t) = ViSin—|T- sin— (12) 

For the bending mode shapes, beam bending modes in x and y directions have been assumed. Polynomial approxi- 
mations of the beam mode characteristic functions tabulated in Blevins [14] have been used. Note: The number of 
assumed modes used in the model are n=16 in the transverse directions, and m=16 in each of the in-plane directions, 
unless otherwise mentioned. 

The storage modulus and loss factor of the VEM are functions of the frequency and temperature. The model, 
however, assumes the complex modulus to be a constant. The dimensions of the specimens used in the tests, and 
the actuation using a centrally mounted PZT, allow clear identification of modes below 200Hz. Hence, the value for 
the storage modulus used here, is chosen to be that at the mid-frequency of 100Hz. The modulus is picked from the 
product information chart provided by 3M to be G'=1.0MPa at this frequency, at 20°C. The loss factor of the VEM 
at the same frequency and temperature is rj=l. 

The results of the experiments conducted on the symmetric sandwich, have been tabulated against the frequencies 
predicted by the model in Table 2. Three different values of the storage modulus, G', have been used in the analysis, 
to compare the accuracy of the model predictions under the constant modulus assumption. 

At the 50 Hz value of G'=0.75MPa, the least error is seen to be at the mode closest to 50 Hz i.e. mode (2,1). 
The model overpredicts at frequencies below 50Hz, and underpredicts above the same. When the G' value is chosen 
at 100 Hz, the errors are seen to shift. Once again, the change of sign of the error is noticed around the G' frequency. 
The least error is seen to be at the modes (1,2) and (3,1). Finally, when the G' value is picked at 200 Hz, the point of 
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Table 1: Comparison of natural frequencies and loss factors of a symmetric sandwich with isotropic face-plates: L = 
0.3480 m, C = .3048 m, hx = h3 = 0.762 mm, h2 = 0.254 mm, Ex = E3 = 68.9 GPa, vy = vz = 0.3, Pl = p3 = 2740 
kg/m3, Pi = 999 kg/m3, G2 = 0.869 MPa, r)2 = 0.5. The exact values are from the analytical solution by Abdulhadi 
from Cupial and Niziol (1995). 

Plate Frequencies Loss Factor 
Mode Exact Predicted Error Exact Predicted Error 
No. [Hz] [Hz] [%] [%] 
(1,1) 60.3 60.7 0.72 0.190 0.190 0.05 
(1,2) 115.4 115.9 0.43 0.203 0.205 1.15 
(2,1) 130.6 130.9 0.26 0.199 0.201 1.33 
(2,2) 178.7 179.0 0.18 0.181 0.182 0.83 
(1,3) 195.7 197.3 0.86 0.174 0.173 -0.59 

Table 2: Experimental validation using using symmetric clamped sandwich of dimensions: 26.5" x 20.5" x (1/32" Al 
- 2 mil VEM - 1/32" Al). Effect of varying storage modulus, G'2. Here, number of bending mode shapes, n = 16, 
and number of in-plane mode shapes, m = 16, for each 

G'2 = 0.75MPa G'2 = l.OMPa G'2 = 1.4MPa 
@ 50Hz @ 100Hz @ 200Hz 

Mode Expt Theory Error Theory Error Theory Error 
No. [Hz] [Hz] [%] [Hz] [%] [Hz] [%] 
(1,1) 38.0 39.8 4.78 40.5 6.80 41.3 8.73 
(2,1) 68.5 67.3 -1.78 69.2 1.07 71.0 3.76 
(1,2) 90.3 87.7 -2.83 91.0 0.80 94.2 4.33 
(3,1) 109.1 106.9 -2.03 110.9 1.60 115.1 5.52 
(2,2) 120.0 110.2 -8.15 114.9 -4.2 119.7 -0.25 
(3,2) - 145.7 - 152.6 - 160.2 - 
(1,3) 162.0 151.0 -6.78 158.1 -2.40 165.5 2.19 
(4,1) 187.0 171.3 -8.40 179.9 -5.45 189.2 1.20 

minimum error moves to the high modes near 200 Hz. The model overpredicts for all the frequencies below this value 
(except at mode (2,2) which may be attributed to experimental error). This table clearly elucidates the strong effect 
of G' on the model predictions. Overall error in the frequency range under study (0-200 Hz) is below 10%. However, 
if the bandwidth is increased, the errors are likely to be unacceptably high. Therefore, including the frequency 
dependence of the shear layer storage modulus in the sandwich plate model will increase the accuracy of the model 
over the entire bandwidth. This can be accomplished via the modal strain energy [11], Golla-Hughes-McTavish [12] 
or anelastic displacement fields [13] models. 

The experimental validation of the sandwich model in case of two of the asymmetric sandwiches is presented in 
Table 3. These plates have face-plates of thickness 1/16" and 1/32". One has a VEM core thickness of 2 mil, and 
the other, 5 mil. Also shown in this table are the frequencies and loss factors of a uniform aluminum plate with no 
damping layer, to study the effect of increasing shear layer thicknesses. 

In case of the asymmetric sandwiches, an error of «13% is seen in the first mode. For the uniform plate of 
thickness 3/32", also, 16% error is noted. The uniform plate model is a well validated one. Material properties of the 
aluminum used are also well known. Therefore, the source of the error is probably the design of the aluminum stand. 
Experiments are currently ongoing to calibrate and improve the experimental set-up for testing of thicker plates. 

In Table 3, a downward shift in the frequencies on increasing layer thicknesses of the VEM, is noticed. The 
trend is similar in case of the experiments and the model predictions. 

3.3    Influence of In-plane Energies 

The number of assumed modes used in the analysis is seen to have a considerable effect on the accuracy of the 
predictions. Table 4 tabulates the predicted frequencies for the symmetric sandwich using different number of 
assumed modes. 

The number of in-plane modes, m, is varied while keeping the number of transverse vibration modes, n, constant. 
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Table 3: Experimental validation for 26.5" x 20.5" x (1/32" Al - VEM - 1/16" Al) asymmetric clamped sandwich 
plate; G'2 — l.OMPa. Here, n = 16 is number of assumed plate modes in w; m = 16 is number of assumed plate 
modes in u,v in each of the face-plates. 

Uniform Plate 2 mil VEM 5 mil VEM 
Mode Expt Thry Error Expt Thry Error Expt Thry Error 
No. [Hz] [Hz] [%] [Hz] [Hz] [%] [Hz] [Hz] [%] 
(1.1) 53.5 62.0 15.88 53.0 59.4 12.16 49.7 56.3 13.33 
(2,1) 93.2 105.8 13.52 91.7 100.3 9.43 89.9 92.0 2.38 

(1.2) 125.9 142.4 13.10 118.0 131.4 11.40 107.0 118.2 10.46 

(3,1) 156.0 180.8 15.89 141.4 161.1 13.96 138.0 144.9 5.03 
(2,2) 167.0 185.1 10.84 162.0 165.7 2.30 161.5 147.7 -8.54 
(3,2) 212.0 255.9 20.71 - 220.8 - - 195.6 - 
(1,3) 230.0 272.4 18.40 - 229.9 - - 203.6 - 
(4,1) 246.2 280.4 13.89 - 261.0 - - 216.3 - 

Table 4:  Effect of the number of assumed modes on the clamped symmetric plate model predictions.   Here, n 
number of assumed plate modes in w; m = number of assumed plate modes in u,v in each of the face-plates. 

n = 16, m = 0 n= 16, m = 3 n= 16, m = 5 
Mode Expt Anal Error Anal Error Anal Error 
No. [Hz] [Hz] [%] [Hz] [%] [Hz] [%] 
(1,1) 38 76.3 100.9 41.7 9.7 41.7 9.7 
(2,1) 68.5 112.6 64.4 108.0 57.7 69.7 1.8 
(1,2) 90.3 133.3 47.67 127.0 40.6 121.0 34.0 
(3,1) 109.1 157.2 44.1 150.2 37.7 150.2 37.6 
(2,2) 120.0 158.6 32.2 150.6 25.5 150.6 25.5 
(3,2) - 196.7 - 191.1 - 187.8 - 
(1,3) 162.0 199.6 23.2 196.7 21.4 191.2 18.0 

n = 16, m = 8 n= 16, m= 16 n = 8, m = 16 
Mode Expt Anal Error Anal Error Anal Error 
No. [Hz] [Hz] [%] [Hz] [%] [Hz] [%] 
(1,1) 38 41.4 9.0 40.5 6.8 40.6 6.87 
(2,1) 68.5 69.8 1.8 69.2 1.07 69.2 1.1 
(1,2) 90.3 91.4 1.2 91.0 0.8 91.2 1.0 
(3,1) 109.1 114.6 5.1 110.9 1.6 111.5 2.2 
(2,2) 120.0 143.6 19.6 114.9 -4.2 114.6 -4.4 
(3,2) - 187.51 - 152.6 - 152.96 - 
(1,3) 162.0 188.2 16.2 158.1 -2.4 158.4 -2.2 

When m = 0, that is, the in-plane energies are excluded altogether, error is extremely large. The first mode has 
100% error. On increasing m the error in prediction is seen to fall. When m = 3, error in the first mode is down to 
9.7%, although error in the second mode is still high at 57.7%. When the number of in-plane modes is increased to 5 
in each direction, the error in the second mode reduces to 1.8%. Further increase in the value of m sees a convergence 
in results, with low error. The final column shows the change when the number of in-plane modes is maintained at 
16, but the number of transverse modes is reduced to 8. The change in the frequencies predicted is small. Error 
increases by less than 1% in the modes. 

From Table 4, it may be concluded that the inclusion of the in-plane strain energies is of significant import in 
the analysis of sandwich plates. In-plane extension adds to the shearing of the dissipative layer, and therefore affects 
the overall stiffness of the sandwich. Bending energy, on the other hand, only mildly affects the shearing of the core. 
Accounting for the coupling between the extensional and bending modes of the plate, hence, is crucial in sandwich 
structure analyses. 

335 



400 

350- 

300. 

250- 

200- 

150. 

100- 

5 o: 

o: 

 (1,1) 
—   -(1,2) 
 (2,1) 
 (2,2) 

 (1.3) 

_..-•  

•' / 

^.?.iz.".r 

, , 
N 
I 

ü 
c 

a- 

.S--"-"-r 

1 0s 

120. 

100- 

8 0. 

60- 

40- 

—(1,1) 
—  -(2.1) 
 (1,2) 
 (3,1) 
 (2,2) 

JBKl 

I 

>. 
o 
c 
0) 
3 
CT 
CD 

£ V-.V.V. -:k--::r::f''. 

1 oa 
1 0* 10s                    i'o«                    i' 

0.2- 

0.15- 

0.1- 

0.05- 

0- 

 (1,D 
—    (1,2) 
 (2,1) 
 (2,2) 
 (1,3) A 

■ ■/;■;; 

! liH 
41- 
/■ 

■■ \-^  

, \4^      : 

o 
o 
CO 
li- 

en 
en 
o 
_l 

—*=s£«5 

 44 
//4 

nj— i—i i .rrr^r^^fw« 
10' 1 0s 10s 1 o7 

Storage Modulus [Pa] 
10' 10' 

Storage Modulus [Pa] 

Figure 2: Natural frequencies and modal loss factors 
for simply-supported sandwich plate: L = 13.69", C 
= 12", hi = h3 = 0.03", h2 = 10 mil 

3.4    Influence of Core Storage Modulus 

Figure 3: Natural frequencies and modal loss factors 
for clamped symmetric sandwich plate: L = 26.5", 
C = 20.5", hi = h3 = 1/32", h2 = 2mil 

This section presents a parametric study on the influence of the storage modulus of the shear layer on the natural 
frequencies and the modal loss factors of the sandwich plate. All the four plates used in the validation in the previous 
section are subject to this study. The first of these plates is symmetric supported, the second, symmetric clamped, 
and the last two, asymmetric clamped. The results of this study are presented in Fig. 3.4 through Fig. 3.4. The 
curves have been plotted for the first five plate modes. 

The behavior of the curves is seen to be similar irrespective of the boundary conditions, (simply-supported or 
clamped), of the symmetric or asymmetric nature of the sandwich, and also of the thickness of the VEM layer (2 
mil or 5 mil). Storage modulus has significant influence on both the frequencies and the modal loss factors. The 
frequency increases rapidly from 105 to 107 Pa and is asymptotic outside this range. From the modal loss factors 
curves, it can be seen that for each of the plate modes, there is a range of values of shear modulus, G, for which 
there is high damping. This information may be used in designing the plate configuration to provide maximum 
modal damping at the operating frequency (and hence storage modulus). For instance, in case of the aysmmetric 
damped plate with 5 mil VEM layer (Fig. 3.4), the region of maximum modal damping is around G'= 106, which, 
incidentally, coincides with the value of storage modulus being used. 

In case of the simply supported symmetric plate (13.69" x 12" x 0.06"), the VEM layer of lOmil results in a 
maximum modal loss factor of about 0.21, which is ?»40% of the VEM loss factor of 0.5. For the clamped symmetric 
plate (26.5" x 20.5" x 0.0625"), a 2 mil VEM of 1.0 loss factor results in maximum modal loss of 0.29. The asymmetric 
clamped plates (26.5" x 20.5" x 0.09375") with VEM layers of 2 and 5 mil have peak modal loss of 0.23 and 0.25 
respectively. Increase in the viscoelastic layer thickness is thus seen to result in higher damping in the plate, as 
expected. 
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Figure 4: Natural frequencies and modal loss factors 
for asymmetric clamped sandwich plate: L — 26.5", 
C = 20.5", /ii = 1/16", h3 = 1/32", h2 = 2mil 

Figure 5: Natural frequencies and modal loss factors 
for asymmetric clamped sandwich plate: L = 26.5", 
C = 20.5", /ii = 1/16", h3 = 1/32", h2 = 5mil 

4    CONCLUSIONS 
An analytical model for a piezo-actuated sandwich plate with a dissipative core and anisotropic face-plates 

has been developed and validated. Shear deformation of the face layers as well as the rotatory inertia are included. 
Flexural and membrane energies in the face-plates are accounted for, while the core is assumed to have shear stiffness 
alone. A first order, shear deformation theory is used to describe the deformation in the layers. The core shear modulus 
is assumed to have a stationary complex value. 

Validation of the model under simply-supported boundary conditions against a closed form solution shows an 
error of <1% in the prediction of natural frequencies. Also, experiments have been conducted on symmetric and 
asymmetric clamped sandwich plates. The measured frequencies and modal loss factors are used to further validate 
the model. The symmetric sandwich consists of 2 aluminum layers of thickness 1/32" sandwiching a 2 mil thick 
viscoelastic core. Very good correlation (6.8 % error in the first mode) between theory and experiments was observed 
in the symmetric sandwich plate. The error in the frequencies near 100Hz is low (<2%) when the value of G' at 
100Hz is used in the model, and similarly, the error in frequencies near 200Hz is minimal when G' at 200Hz is used. 
Hence, the error in the predictions may be attributed to the assumption of a constant value of core storage modulus. 
For the thicker asymmetric sandwiches, the measured modal frequencies and loss factors did not correlate as well 
as for the symmetric plates, but the trend in natural frequencies matched that of the model, and was attributed to 
inadequate plate stand design. An immediate goal is to reduce the experimental error by redesigning the plate stand 
to increase its mass and stiffness, to improve results for these thicker asymmetric plates. 

Analytical studies on the influence of the number of plate mode shapes assumed in the Galerkin approximation, 
and that of the shear modulus have been conducted. The in-plane mode shapes are seen to have a significant influence 
on the prediction of the vibratory modes. Error in the 1st mode is 100% when no in-plane modes are included, and 
converges to 6.8% when their number is increased to 16. Similarly, error in the 2nd mode starts at 64.5%, drops to 
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57.7% when the number of modes in each in-plane direction assumed is 3, and further reduces to 1% when 16 modes 
are used. Therefore, we conclude that in-plane modes must be included in sandwich structure analyses. 

The value of G' is also seen to have a large effect on the frequency and loss factor. For every mode, a region of 
G' exists wherein the change of frequency with G' is large, and where the modal loss factor attains a maximum. The 
damping layer may hence be tailored, by selecting the optimal thickness and material, to maximize damping in the 
structure. Modal loss factor is seen to be between 25 and 40% of the viscoelastic loss factor in the plates studied. 

Future work includes experimentally validating the general model with anisotropic (composite) face-plates will be 
validated, as well as the actuation induced by single/multiple pairs of piezo-actuator. The frequency and temperature 
dependence of the viscoelastic core modulus was not modeled in this study, but will be accounted for using methods 
based on modal strain energy, Golla-Hughes-McTavish, or anisotropic displacement fields. 
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